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Abstract. We propose an approach dedicated to recognize characters
from binary images by an hybrid strategy. A statistical method is used
to identify the global shape of each alphanumeric symbol. The recogni-
tion is managed by a Hierarchical Neural Network (HNN), that is able
to deal with topological errors in the contour extraction. This strategy
is extremely efficient for the majority of the classes: the recognition rate
reaches about 99.5%. However, the performances sensitively decrease for
’similar characters’, i.e. ’8’/’B’. In that case, we adopt a strategy that re-
volves around decomposing the characters into structural elements. The
Reeb graph generated from the binary images and a simple polygonal ap-
proximation permit to capture both topological and geometrical relevant
features. The classification stage is carried out by a boosting algorithm.

Keywords: Fourier Descriptors, Hierarchical Neural Network, Reeb
Graph, AdaBoost, Statistical-Structural Recognition

1 Introduction

We are here interested in the topic of character recognition from binary images
of symbols, in the context of License Plate Recognition. The automatic identifi-
cation of vehicles by the content of their license plate is an important research
area that has been widely studied in the last two decades. A lot of industrial
Car License Plate Recognition systems emerged since the eighties, and there to-
day exist commercial OCRs at very affordable prices and impressive recognition
rates (98-99%). However, these solutions implicitly make various assumptions
that might be hard to fulfill in real environments or that make the system lim-
ited to some specific configurations. Actually, the development of reliable and
robust systems for License Plate Recognition remains a very challenging task.
The character recognition is the heart of the approach, and must be able to face
various kinds of binary images corresponding to potentially degradated charac-
ters. For example, a limited resolution of the recorded characters in the image
has to be managed, as well as dirty plates, screws and bolts, etc. The main
challenge consists in finding a compromise between robustness and accuracy of
the recognition. To fulfill this goal, we propose an hybrid strategy that combines
advantages of statistical and structural approaches.
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State of the Art. The character recognition part is the heart of the LPR
system. It is composed of two main steps: feature extraction and feature classifi-
cation. Concerning the methodology, we can distinguish two kinds of strategies:
statistical and structural approaches. In statistical approaches, the input pat-
tern is composed of a set of N features, and the classification stage can be
seen as a statistical decision process. A general review of shape descriptors is
beyond the scope of the paper and the reader can refer to [1]. For character
recognition applications, the most basic feature that can be considered corre-
sponds to the overall image extracted [2]. Semantically richer representations
are commonly used: Fourier Descriptors [3], Curvature Scale Space [4], Zernike
moments [5], Hu’s moments [6], etc. Statistical methods strength is its robust-
ness to noise. However, some small differences between similar patterns may
be difficult to distinguish and therefore similar characters may be hard to rec-
ognize. On the other hand, structural approaches decompose the patterns into
simpler primitives and obtain the properties of primitives and/or their relation-
ships. Structural methods are closer to human recognition strategy [7], and are
more powerful to recognize similar patterns. They are, however, more sensitive
to noise. There are numerous approaches to decompose a given pattern into con-
stitutive parts, but a general state of the art go beyond our goal. The methods
of vectorization constitute an example that is closely related to our purpose.
These techniques can be divided into several classes, varying with the final ap-
plication of the method, and the background culture of the authors [8,9]. We will
only focus on a few kinds of raster-to-vectors methodologies, largely developed
for document analysis applications. In the run length based methods, the run
length encoding (RLE) is a decomposition into elongated pixels along an axis
of the image where we can build a line adjacency graph (LAG) [10]. The skele-
tonization and thinning methods are surely the most widely employed methods
in vectorization. A survey of vectorization methods based on skeleton can be
found in [11]. The aim is to compute a medial axis of the object that minimally
represents its shape. The Hough transform is a line modelisation and is another
common manner to detect lines and their intersections in an image [12]. Here,
no relation is established between the detected lines, and thus the topology of
the recognized object can not be deduced by this approach.

Contribution. We propose to use an hybrid approach for recognition, combin-
ing the advantages of statistical and structural methods. For the statistical recog-
nition module (section 2.1), a hierarchical neural network analyzes the Fourier
Descriptors extracted from the binary image. Similar to the system developed
in [13], we notice that the recognition rate is very good for the majority of the
classes, but largely decrease with ’similar’ characters. In these cases, structural
approaches are more adapted to discriminate the characters. Instead of detect-
ing existing lines in the image, like in the LAG or with the Hough transform,
we choose to first represent the topology of the represented objects, with the
construction of the Reeb graph [14]. We also prefer not modifying the geometry
of objects as the skeletonization process. Thus, we use an efficient vectorization
algorithm, based on discrete geometry tools (section 2.2). Section 3 illustrates
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the approach efficiency by evaluating the performances of statistical and struc-
tural approaches. Finally section 4 concludes the paper and proposes directions
for future works.

2 Proposed Approach

2.1 Statistical Character Recognition

2.1.1 The Fourier Descriptors
The Fourier Descriptors provide a discriminative signature of the contour of an
object [15]. The N points of the contour X(i) = {x(i), y(i)} , i ∈ {1; N} in the
plane can be considered as complex number. The Fourier Descriptor A(k) are de-
termined by the computation of the Discrete Fourier Transform of the function X :

A(k) =
1
N

N−1∑

i=0

X(i)e−j2πkn/N , k ∈
{

−N

2
;
N

2

}
(1)

The coefficients A(k) represent the discrete contour of a shape in the frequency
domain. The general shape of the object is represented by the lower frequency
descriptors. Thus, it is possible to only keep a subset of the lowest frequency coef-
ficients to extract a robust shape signature. Fourier Descriptors have intensively
been used for shape matching applications and seem very adapted to our optical
character recognition purpose. They prove to be superior to alternative repre-
sentations, such as Autoregressive models [16], CSS or Zernike moments [17].

Normalization Process. Normalization is performed to provide a feature that
only encodes shape. Invariance to translation and scale is performed by resizing
the binary image. Moreover, we do not require rotation invariance in order to
discriminate ’6’ from ’9’. The set of Fourier coefficients is also dependent on the
choice of the starting point. This is normalized in the frequency space. We use an
approach similar to these proposed by Arbter et al [18]. After this normalization
the starting point of the reconstructed contour is approximately at angle 0 (see
[19]). Figure 1 illustrates the Fourier Descriptors computation and normalization.

Initial Binary Images Reconstructed contours

Fig. 1. Fourier Descriptors

2.1.2 The Classifier
The classification task is performed by means of a hierarchy of neural net-
works. The architecture is shown in Figure 2. At the first level, three different
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perceptrons, that we denote Cl1, Cl2 and Cl3, are used. They are intended to
recognize the external contour and the two possibly existing internal ones. The
second level of the hierarchy takes as input the results provided by the 3 previous
neural networks and carries out a final recognition, resulting to an output vector
quantifying the probability of each possible character. We justify in 2.1.2.2 the
chosen architecture. The classifier Cl1 is dedicated to the outer contour analysis.

Fig. 2. Classifier for OCR Architecture

It includes the 35 different alphanumeric symbols with a single class for ’0’ and
’O’, and is extended with topological error characters (see Figure 3). The Cl2
classifier is devoted to identify the single inner contour of the ’0’, ’4’, ’A’, ’D’,
’Q’, the upper contour of ’8’ and ’9’ (similar shape), and the upper contour of
’B’, ’R’ and ’P’. We introduce again classes with topological errors, correspond-
ing to ’8’ and ’B’ for which a single connected component has been extracted.
Moreover a ’default’ class encodes the absence of connected component. Finally,
the Cl3 classifier analyzes the shape of the lower inner contour of ’8’ and ’6’, and
the lower contour of ’B’. The second level of the hierarchy precesses in a similar
way as the first level. For a given input binary image, the classification output
from Cl1, Cl2 and Cl3 constitutes the input for the neural network.

2.1.2.1 Neural Network parameters. The internal architecture for each neural
network is the following. The activation function for each neuron is a sigmoid one.
The fundamental parameters of the neural network correspond to its weights,
being iteratively updated during the training scheme. Similar to increasing num-
ber of recent works [20], we choose to develop an hybrid strategy, combining the
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accuracy of the gradient-based algorithms and the capacity of Genetic Algo-
rithms to localize global minima. The evolutionary approach is used to initialize
the weights for the backpropagation algorithm.

2.1.2.2 Discussion. We justify here the proposed architecture of the classifier
and in particular its relevance for real applications. Decoupling the training
between the 3 first level classifiers and the second level one brings us two major
advantages. Firstly, the shape information inherent to each inner/outer contour
is wholly capitalized on. For example, despite ’6’ and ’Z’ differ each other from
the presence of an inner contour, we want the recognition step to be able to
discriminate them by means of the outer contour perceptron alone. Secondly,
the hierarchy makes it possible to robustly learn characters with topological
differences. For example, it is possible to properly identify alphanumeric with
missing inner contours, as illustrated in Figure 3. These situations are actually
common because the binary images come from an extraction step included in a
global License Plate recognition framework, that is prone to failure.

Initial Binary Images Reconstructed contours

Fig. 3. Fourier Descriptors Sensitivity to topological differences

2.2 Structural Analysis

As we have presented in the previous section, we have chosen a structural ap-
proach based on discrete geometry tools to distinguish ambiguous characters
in our system (e.g. ’8’/’B’) when the Neural Network classifier detects such a
sample. We propose to describe the topology and the shape of such an exam-
ple with an algorithm inspired from [21]. More exactely, this process performs
the Reeb graph [14] of the binary object I and a simple polygonal structure
inside I. For now, we deal with classifying ’8’/’B’ samples, but we could make
a similar reasoning for others cases (e.g. ’2’/’Z’). First, it can be noticed that
those two characters really differ in the left part of the binary image I. Thus,
we have decided to treat only this part of I, denoted IL. As the letter is cen-
tered in the example, only the half of I has to be considered. We also choose an
order to treat the pixels of IL, e.g. from left to right and from top to bottom.
Then, the algorithm Struct Analysis() can be sketched as follows (see also
Figure 4):

1. Group pixels of IL to build as large as possible irregular pixels (or cells). We
denote those k cells {Ci}i=1,k. This part could be compared to a Run Length
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Encoding scheme, where we have decided to merge together pixels with the
same height. In an example ’B’, the cells should be greater than in the ’8’
case. While this incremental process is performed, we build our topological
and geometrical representation:

2. In the Reeb graph GIL , the nodes link connected components of IL, which
are -maybe thick- arcs of this object. Considering the order we have chosen
before, a ’B’ starts with one component, and finishes with three. So, in the
general case, a ’B’ example has one begin node in GIL (denoted by b in
Figure 4), and three end nodes (e in this figure).

3. The polygonal structure PIL is computed by tracing the longest line seg-
ments through the arcs of IL, according to the graph GIL . They respect
the extended supercover model [22], which means that those line segments
stand inside the recognized object. There may be more points in PIL if IL

represents an ’8’.

I IL {Ci}i=1,k, PIL GIL

Fig. 4. The elements computed by the algorithm Struct Analysis(IL). The Reeb
graph GIL and the polygonal structure PIL are depicted for “perfect” letters ’8’ and
’B’. Nodes b and e are the beginning and the end of arcs in IL, while s and m represent
respectively splitting and merging operations on those arcs.

One could compare this process with classical Line Adjacency Graph (or LAG)
based methods [10], but our final reconstruction with line segments contains nat-
urally less points than in this kind of methodologies. Moreover, we can make a
similar remark for the Reeb graph. Thus, we propose a fast algorithm, that
do not need post-processing treatments and is convenient for real-time appli-
cations. For others letters, we would adapt this approach by treating another
part of the binary image and thus by choosing an other orientation. For ex-
ample, in the ’2’/’Z’ case, only the top part of the images mainly differs, and
we choose a top-to-bottom orientation for Struct Analysis(). In our system,
we have implemented a structural classifier based on AdaBoost algorithm [23],
since we have two classes C1 and C2 in our problem (i.e. C1 =′ B′, C2 =′ 8′).



A Combined Statistical-Structural Strategy for Alphanumeric Recognition 535

Considering the remarks we have presented in the description of the algorithm
Struct Analysis(), let V be the feature vector defined as follows:

V T =

⎛

⎝
#

{
p = (x, y) ∈ PIL

}

maxi=1,k

(
S(Ci)

)

#
{
n = b, n ∈ GIL

}

⎞

⎠ (2)

Where S(Pi) is the surface of the pixel Pi, and n is abusively denoted as a
node begin in GIL . By giving a constant number N of examples per class, we
first train the AdaBoost classifier with 2N feature vectors concatenated in a
matrix M. M is determined by a simple combinatorial algorithm based on the
Hill Climbing [24] and permits to compute the best classification rate over the
test sample. In the next section, we illustrate the performance of our structural
approach, and the behavior of this optimization scheme.

3 Performances

Figure 5 presents the results of the statistical recognition. The performances are
evaluated using a cross-validation procedure, each classifier being trained using
50 examples for each of its output class. In Figure 5-a, we can notice that the
recognition rate is about 96%. More importantly, it must be pointed out that
a large disparity exists among the different classes, the error rate for the simi-
lar characters (’8’/’B’, ’2’/’Z’, ’0’/’D’/’Q’, and ’V’/’Y’) being extremely higher
than for the other classes. If we do not take into account these characters, the
recognition rate reaches 99.5% (Figure 5-b). This justifies the validity of the hi-
erarchical neural network to accurately discriminate the majority of the classes.
We insist here on the fact that the binary images to classify come from a extrac-
tion and a binarization step. Thus, the topological differences after the contour
extraction are common, and the hierarchical architecture makes it possible to
robustly learn and recognize these variations. However, Figure 5-b illustrates as
well the limitation of the Fourier Desciptors to discriminate similar pattern. In-
deed, these classes only differ locally and are distinguishable by sailent features
such as right angles that are lost after the lowest frequency terms extraction.

In Figure 6, we show an example of the behaviour of our combinatorial op-
timization scheme during 10 000 iterations (about 2 hours). This experiment
is performed over a base of about 446 ’8’ and ’B’ images, and we have fixed
N = 50. Then, the AdaBoost classifier learns the best-rate base (2N = 100 im-
ages) and runs the classification over the 336 other images. After a few iterations,
the global rate is more than the one obtained by the neural network approach
(about 85%) and increases until more than 90% after a hundred iterations (1.5
minutes). The best score (more than 93%, see Table 1) is obtained in 25 minutes
in this example. Any user may choose the quality of the structural classification
and have a coarse result (but better than the neural network) in a few seconds. It
could also let the algorithm run until he gets an accurate enough classification.

In Table 1, we depict the best rate of structural classification for the same
base of ’B’ and ’8’ images. We can notice that the recognition rate is better by
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a) Performances for all classes b) Performances without similar pattern

Fig. 5. Global Performances of the Statistical Classifier

Fig. 6. An example of the run of our classifier optimization algorithm during 10 000
iterations (about 2 hours). Individual ’8’ and ’B’ recognition rates are depicted in
dashed lines, and the global rate in solid lines

Table 1. Recognition rates, depending on the method used and the set of images
treated

Neural Network Structural classification
’8’ images 76.1 % 92.9 %
’B’ images 86.96 % 95.28 %

Global 80.61 % 93.64 %
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considering the structural classifier, for the sets of 8 and B images. This rate
increases by 13% for all the image base, and reaches more than 93%.

4 Conclusion and Future Works

We propose an original hybrid approach for Optical Character Recognition in
the context of a License Plate Recognition system. A statistical method an-
alyzes the extracted Fourier Descriptors with a Hierarchical Neural Network.
Decoupling the two levels of the Hierarchy for the training makes the approach
robust to noise, over-fitting or offers the capacity to properly identify alphanu-
meric symbols with topological errors. The statistical recognition performances
are impressively good for the majority of the classes, but sensitively decrease for
’similar’ characters. The lack of locality of the Fourier Descriptors and the high
frequency terms that are ignored during the feature extraction step constitute
the origin of the problem. Thus, we use for these characters a structural approach
that extracts discriminative local features to perform the recognition. Thanks to
discrete geometrical tools, we represent topological and geometrical important
features of the treated binary images. In this article, the error rate for ’8’/’B’ is
shown to be reduced of more than 13%. The perspective for future works would
be to validate the structural approach for the other classes of similar pattern.
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