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Abstract

Abstract— We propose an original method for tracking peo-
ple based on the construction of a 2-D human appearance
model. The general framework, which is a region-based
tracking approach, is applicable to any type of object. We
show how to specialize the method for taking advantage of
the structural properties of the human body. We segment its
visible parts, construct and update the appearance model.
This latter one provides a discriminative feature capturing
both color and shape properties of the different limbs, mak-
ing it possible to recognize people after they have temporar-
ily disappeared. The method does not make use of skin color
detection, which allows us to perform tracking under any
viewpoint. The only assumption for the recognition is the
approximate viewpoint correspondence during the match-
ing process between the different models. Several results
in complex situations prove the efficiency of the algorithm,
which runs in near real time. Finally, the model provides an
important clue for further human motion analysis process.

1. Introduction
Human motion analysis is currently one of the most ac-
tive research fields in computer vision. It attempts to de-
tect, track and identify people, and more generally, to in-
terpret human behaviours, from image sequences involving
humans. It has attracted great interests from computer vi-
sion researchers due to its promising applications in many
areas such as visual surveillance, perceptual user interface,
content-based image storage and retrieval, video conferenc-
ing, athletic performance analysis, virtual reality, etc. In
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the general framework to achieve a semantic description
of a scene, tracking represents the intermediate level be-
tween the low-level corresponding to segmentation and ob-
ject classification and the high-level composed of action
recognition. This is a crucial step because it attempts to
temporally link features chosen to analyse and interpret hu-
man behaviour. Thus, robust algorithms have to be devel-
oped in order to accurately perform the highest level process
and prevent from misinterpretations.

The remainder of the paper is organized as follows. Sec-
tion 2 proposes a state of art of the tracking methods. Sec-
tion 3 describes in more details our approach by developing
how objects segmentation and tracking is performed. Sec-
tion 4 presents several results illustrating the efficiency of
the proposed approach and showing its superiority with re-
spect to previous works. Finally we conclude in section 5 by
pointing out some limitations of the algorithm and proposes
some directions for future works.

2. State of the art
There are numerous ways of tracking video objects, which
have been widely studied in the twenty past years. An ex-
haustive review of the methods is outside of the scope of
the paper and the reader can refer to [2, 14]. Concern-
ing the methodology, a classification containing five groups
can be establish. Model-based approaches try to impose
high-level semantic constraints by exploiting the a priori
knowledge about the object being tracked. Motion-based
approaches depend on a robust method for grouping visual
motion consistently over time, by studying either regions or
contours. Appearance-based methods track connected re-
gion that roughly correspond to the 2-D shape of video ob-
jects based on their dynamic models. The fourth tracking
group method is feature-based. Its goal is to track a state
vector possibly containing heterogeneous data. Finally the
most advanced approaches try to combine advantages of the
four previous groups leading to hybrid methods. We pro-
pose now to give more details on some recent works being
the most related to our.
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Previous approaches

Wren et al. [15] use small blob features statistics (position
and color) to track people. They represent human shape
as a combination of blobs representing various body parts,
such as head, torso, hands and legs. Tracking all the small
blobs allows them tracking the whole body of a single hu-
man. However, their work is only adapted to an indoor envi-
ronment and is only intended to track single human, which
prevents to be used within a large set of situations we would
like to manage.

Haritaoglu et al. [4] develop a system named W4 for a
real time visual surveillance system operating on monoc-
ular greyscale or on infrared video sequences. W4 makes
no use of color cues, but employs a combination of shape
analysis and tracking to locate people and their body parts.
Moreover, the method explicitly uses an appearance model
to match objects after an occlusion. However, the model
leads to wrong updates in typical cases presented in fig-
ure 1. The first column illustrates the fact that the model
is very sensitive to segmentation errors or partial occlusions
of the limb. As we can see, the two people enter the scene
at Frame 100 and the models are initialized. At frame 200,
their appearance models are wrongly updated. For the red
framed person, it is due to segmentation detection errors.
The legs were indeed not detected at the beginning and ap-
pear later : as the model is updated with respect to the me-
dian coordinate, the new detected parts are updated at the
bad place. For the green framed person, the legs were not
detected at the beginning because hidden by the desk. It
leads to the same difficulties. Finally, the second video il-
lustrates problems to manage large changes in depth due to
perspective effects. The model is still badly updated for the
same reason (for instance new head’s image is at one time
updated with part of the torso model).

Zhao et al. [16] suggest a much finer system for track-
ing. They use an ellipsoid model for the gross human shape
and track its parameters with a Kalman filter. They use an
appearance model too with use of color clue. The mask of
the model is an ellipse instead of a rectangle but this model
still suffers from the former drawbacks.

McKenna et al. [9] propose an adaptive background re-
moval algorithm that combines gradient information and
color features to deal with shadows in motion segmenta-
tion. They differentiate three levels of tracking: regions,
single human and human groups. They manage to obtain
good results of tracking multiple persons even in the case
of occlusions by introducing an appearance model based on
a combination of color histogram and Gaussian mixtures.
However, this model does not capture spatial properties: a
person wearing a yellow tee-shirt and blue pants is inter-
preted same manner as a person wearing a blue tee-shirt
and yellow pants.

Girondel et al. [3] develop a method for tracking multi-

ple persons by Kalman filtering and face pursuit. They use a
region-based strategy similar to [4] and [16]. Face detection
reduces the applicability of the method to viewpoints where
skin color segmentation may be performed which is too re-
strictive for our purpose. Using a Kalman filter helps them
to overcome the occlusion problem. In that case, only par-
tial Kalman filtering may be applied because several mea-
surements are likely to miss. This approach making use of
a Kalman filter only in a predictive mode is interesting but
is restricted to situations where the occlusion is relatively
short, especially if the motion model is simple.

Frame 100 Frame 200 Frame 100 Frame 250

Figure 1: Existing approach limitations

3. Approach overview

3.1 Main contribution

Our approach is an hybrid one. For real-time purpose, we
choose to use a region-based method for the basic track-
ing tasks. To deal with more complex situations, we use
an appearance model to describe each tracked person. Our
main contribution in order to perform a robust tracking re-
lies on building an invariant appearance model which does
not suffer from the drawbacks illustrated in figure 1. We
propose to segment all body parts, and then to scale each
of them to build a constant-size-model. This enables three
major improvements. First, the model update is not sen-
sitive to perspective effects. Second, the movement of the
different limbs does not introduce problems when updating
the model, because each limb is segmented, scaled and ro-
tated to be aligned to a fixed structure. Finally, the potential
errors during the segmentation process do not disturb the
model any more as only the detected parts are updated.

3.2 People segmentation

Isolating people in the video is performed in three steps.
First, a robust motion segmentation is applied by modelling
the background by a mixture of gaussians, allowing us to
take into account statistical properties for each pixel. Then
a simple shadow removal algorithm based on color consid-
erations is applied to eliminate shadows from the analysis
loop. Finally the labelled pixels are grouped into regions by
a connected components algorithm, providing the input data
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to the tracking module. These three steps are now explained
in more details.

3.2.1 Motion detection
We obtain a binary map describing regions where mo-
tion occurs by computing a difference between the cur-
rent frame and a reference one representing the static part
of the scene. This approach implies building and updat-
ing the background image. Following that direction, many
researchers have tried to estimate the Probability Density
Function (PDF) of the gray-level (or color) value for each
pixel [13, 10, 1]. We choose to model each pixel by a mix-
ture of two gaussians. We found that this was the best
compromise between time consuming and having an ac-
curate segmentation. Indeed the method is very fast and
makes it possible to compute an adaptative threshold for
each pixel depending on the statistical properties computed
for the pixel (standard deviation for each color component),
which is a great improvement in comparison to a global im-
age threshold. Moreover it provides a dynamic background
model able to incorporate or eliminate objects. Thus, the
PDF for each pixel is modelled as follows :

Pr(Xt) =
1
N

2∑
i=1

wi,t ∗ η(Xt, μi,t,Σi,t) (1)

where :

• wi,t represents the weight of each distribution and rep-
resents the portion of the data accounted for by this
gaussian.

• η(Xt, μi,t,Σi,t) is a normal distribution with mean
μi,t and covariance matrix Σi,t. For a computational
purpose, we choose to model each distribution with
a diagonal covariance matrix which assumes that the
red, blue and green pixel values are independent. But
contrary to [13, 10] we do not impose that they have
identical variances.

The background is then modelled by a unique normal dis-
tribution and is always the one having highest weight wi,t.
For complex situations it would not be difficult to model
it with several gaussians, but we found it sufficient for our
purpose. The training is performed on-line or off-line, lead-
ing to computing mean values and variances for each pixel
and each color component. During the analysis, each value
is tested against the background distribution. If it matches
it, the parameters of the corresponding distribution (mean,
standard deviation and weight) are updated like in [13]. If
not, a new gaussian for non-background (moving objects) is
initialized. After that, each new value Xi is tested against
the two gaussians, finding the nearest one by minimizing(

Xi−μi

σi

)
, i ∈ {1, 2}.

3.2.2 Shadow removal
Detecting shadows at the same time as people is a well-
known difficulty after motion detection. This problem has
been largely addressed because it considerably disturbs peo-
ple silhouettes and then is likely to perturb the analysis
process. For us the main drawback in detecting shadows
would be to wrongly update the appearance model (see
3.3.2). Shadow detection is performed at the pixel level,
and relies on the simple but true consideration that points
in shadows must have difference with the background in
terms of luminance, but not in terms of chrominance. Sal-
vador [12] proposes to use the following space, which has
the property to be invariant in luminance :

C1 = arctan(
R

max(G,B)
)

C2 = arctan(
G

max(R,B)
)

C3 = arctan(
B

max(R,G)
) (2)

3.2.3 Post treatment
As previously mentioned, the result of the detection consists
of a binary map where moving pixels have been isolated.
No consideration of spatial coherence has been developed
at this stage. Morphological operations are applied in that
sense. Finally, connected components analysis is used to
merge pixels into regions. We only keep the significant ones
by thresholding their area.

3.3 People tracking

The tracking module uses as input each region detected at
time t + 1 and each object identified at previous time t. Its
aim is to establish links to determine objects evolutions. To
do this we combine two approaches. The first one, inspired
by [15, 4] and used again in [3], consists in a two-passes
forward/backward tracking. Section 3.3.1 presents in more
details how we adapt it to our purpose. This approach which
is very fast and works correctly in simple situations but is
insufficient for performing tracking as soon as occlusions
occur. Such cases, which are easily detected by the pre-
vious module, are tackled by using the appearance model.
Its building, updating and use to perform segmentation is
detailed in section 3.3.2.

3.3.1 Dynamical regions linking
The region-based part of the tracking process aims at giving
a description of each object evolution between two consec-
utive frames. We use a simple first-order motion model to
predict objects location in subsequent frame. Then the pro-
jection of the p objects Oi detected at time t are compared
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with the n regions Rj detected at time t+1. For each Oi and
Rj , the matching is performed by computing the area over-
lap Aij = Oi ∩Rj . The process then works in a two-passes
forward/backward phase :

• For each Rj we determine its predecessors number npj

and sort them with respect to their Aij value (the most
probable predecessor is supposed to be the one with
the greatest overlap surface). We obtain a list of prede-
cessors Pk, k ∈ [1, npj ].

• For each projected Oi we determine its successors
number nsi and sort them with respect to their Aij

value (the most probable successor is supposed to be
the one with the greatest overlap surface). We obtain a
list of successors Sl, l ∈ [1, nsi].

3.3.2 Appearance model building
We first describe the geometrical 2-D human body model
used to depict gross people shape. Each limb constitutes an
individual bounding box inside which independent spatio-
temporal templates will be updated. Then we explain how
silhouette is related to the model, ie how to detect the dif-
ferent limbs in the image. Finally, we present the model
update, and the matching measure chosen to perform recog-
nition.

2-D Human body model We use a very simple 2-D
model to represent human shape properties. This is a par-
ticular case of Cardboard Model [7] which represents the
relative position and size of the body parts. It is only com-
posed of six parts : head, torso, two legs and two arms, each
one represented as a rectangle. Left column in Figure 2 il-
lustrates our model. The ratio between the Bounding Boxes
have been fixed by consulting anthropometrical data. These
measures are related to front views. As we explain in more
details, this hypothesis does not constitute a significant re-
striction. The body part detection (see next paragraph) is
robust enough to detect limbs in side view as well as in a
front or back view.

Body Part detection Body parts detection is performed
in two steps. First, joints candidates are extracted from the
silhouette’s contour. Then our model is used to apply con-
straints to isolate each limb.

Joints detection results from a study of the contour shape.
Joints are supposed to be points with a high concavity de-
gree. To find them, we use a two-passes approach consist-
ing in first computing points on the contour belonging to the
convex hull. For two convex contour points A and B in the
hull that are not direct neighbors, we look for the point C
between A and B satisfying :

∥∥∥−−→CH
∥∥∥ = max

Pi∈[A,B]

∥∥∥−−−→PiHi

∥∥∥ (3)

where H and Hi are C and Pi’s orthogonal projec-
tions on [A,B], respectively. C is simply the further point
from segment [A,B], in the sense of the Euclidian distance.
Right column in Figure 2 shows what is indented for a per-
fect segmentation. Purple circles represent attempted joints.

(a) 2-D-human body model (b) Joints detection

Figure 2: Body Parts labelling

After Concave/Convex points silhouette analysis we use
our body model to constraint each limb search. Between
two successive concave points we compare intended ratio
quantities for each limb to computed ratio quantities.

The body model constraints are related to a front view.
But we manage to set the parameters in order to detect body
parts for a side view as well. As far as we tested, our limb
detection module is in fact applicable to every view point.
The size of the different body parts for a side view will be
warped to those corresponding to a front view, but this will
neither alter the quality of the templates update nor than the
possible matching process (see next sections).
Textural and Shape template generation We use two
temporal templates for each detected body part. Each one
is a fixed rectangle, the relative sizes between limbs are re-
lated to the model shown in figure 2. The templates have the
same meaning as those previously introduced in [4] an [16]
for the whole body. The weight template W captures shape
information. It represents the foreground probability, i.e the
probability for a given pixel of the Bounding Box to be part
of a limb. The textural templates T captures color infor-
mation and gives a discriminative description of the objects
appearance. Updating templates proceeds as follow. First,
the detected body part bounding box is transformed to be
aligned to the template size, which means rotation and scal-
ing. Let us define It(x, y) as being the transformed current
image at time tand P t(x, y) as :

P t(x, y) =
{

1 if (x,y) is inside current body part

0 else

Then the update equations are :

W t(x, y) = W t−1(x, y) + P t(x, y)

T t(x, y) =
T t−1(x, y)W t−1(x, y) + It(x, y)

W t−1(x, y) + 1
(4)

Note that T t(x, y) is a three-dimensional vector contain-
ing color components treated independently.
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Matching process The templates allow to discriminate
people by their color or shape properties.

We measure a distance between the new object N and an
existing one Eoi by the following way :

dist(N,Eoi) =

6∑
j=1

ωj · Dj(N,Eoi)

6∑
j=1

ωj

(5)

Dj is the distance between N and Eoi jth body parts
Pj,N and Pj,i. ωj sets the intended influence of each inde-
pendent limb in the global distance. [Woi

(x, y), Toi
(x, y)]

and [Wn(x, y), T
n
(x, y)] being Pj,i and Pj,N templates re-

spectively, Dj is defined by :

Dj(N, Eoi) =

∑
(x,y)∈Pj

∥∥Woi
(x, y) · Toi

(x, y) − W n(x, y) · Tn(x, y)
∥∥

∑
(x,y)∈Pj

[
Woi

(x, y) + Wn(x, y)
]

(6)

Tracking during occlusion Tracking during occlusion is
challenging. We choose to use a particle filter similar to
[6]. The weight of each possible particle is computed with
a simple color correlation measure. However, this opera-
tion does not affect the performance too much because con-
straints on the particles position can be added due to the
partial knowledge of objects position during the merge.

4. Results
This section presents the results obtained with the proposed
method.

Figure 3 illustrates how the model is being updated.
Each time a limb is detected it is rotated and scaled to up-
date the model shown in the third row. In those examples all
the body parts are detected but this is obviously not always
the case. This is actually a goal of this module to be robust
enough not detecting limbs when the segmentation yields
poor results because it prevents from wrongly updating the
model. For instance, between frame 130 and 160 the legs
are often not detected because the man is squatting himself,
resulting on a lonely blob. As we can see, the model update
results are very good. The textural template will provide an
interesting feature for recognition.

Figure 4 shows an example in an outdoor environment.
The textural template is still used to recognize people but
some other details are pointed out. The first row shows the
results after the two isolated people have entered the place.
We can notice that the appearance model, presented in the
last column, is very convincing although the silhouette is
very small and the view point is not a front one. Frame 300
is the merge time, with creation of a new object and links
updating. The third row illustrates the use of the particle

Frame 100 Frame 130 Frame 160

Figure 3: Body Part detection and model updating

filter for tracking during occlusion. At the three succes-
sive times, thin rectangles represent the particles for each
person, and the thick rectangle is the estimated position re-
turned by the filter. As we can see, even with the simple mo-
tion model and the naïve weighting measurement, the track-
ing is surprisingly satisfying. The probabilistic framework
of the filter enables indeed flexibility. Moreover, Condensa-
tion algorithm [6] permits multi-modal distribution tracking
and is then robust to occlusion. Finally, Frame 360 shows
how the template matching step again recognizes the per-
sons.

Frame 200

Frame 300

Frame 350-360

Frame 360

Figure 4: People recognition through every view point and
tracking during occlusion

Figure 5 illustrates how our framework for model updat-
ing can manage difficult situations such as person’s partial
occlusion, and important changes in size due to perspective
effects. At frame 50, the two persons enter the scene, one
being far from the camera with respect to the viewing di-
rection, the other one being very close to it. Let us define
P1 being the red-framed, and P2 the green-framed one. Be-
tween frame 50 and 110, P2 is partially occluded. At the
beginning only its torso, head and legs are visible. Progres-
sively its legs appear until Frame 110 where he is entirely
inside the field of view. The third column shows how its ap-
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pearance model is being robustly built at Frame 100, mean-
ing that body parts have been truly identified and only vis-
ible parts have been updated. Between Frame 110 and 180
, P1 and P2 walk in reverse directions, resulting in large
change in size of their silhouette due to perspective effects.
The models shown in the third column still appear to be
good. Indeed, each time a limb is detected, it is rescaled to
match its model size resulting to a coherent update, which
would not have been the case with an approach similar to
[4] or [16].

Frame 50

Frame 110

Frame 180

Figure 5: Scale invariance of the model

5. Conclusion and future works

We propose an efficient way to build a 2-D appearance
model for human, allowing to track people in complex sit-
uations such as occlusions. The matching measure com-
pares two models and then allows us to recognize people.
The model building is robust as only detected body parts
contribute to update, and is moreover invariant to rotation
and scaling. There are many directions we can think about
to improve the method. The bottleneck seems to be body
parts detection. First, it is only dedicated to upright standing
pose. Hartaoglu suggests in [5] a method for detecting body
parts in different configurations, after classifying the pose
between a set of predefined ones. It could be interesting to
extend it without needing knowledge about pose. An other
important limitation in our limb detection is the absence of
high level verifications after body parts segmentation. We
do not verify that the different found body parts constitute
a partition of the whole body, nor that there is no aberration
on the structural result. Ronfard et al. in [11] attempt to link
image features to body part detection by explicitly search-
ing a consistent way to assemble them. It could be a good
idea to incorporate such constraints in our framework. Fi-
nally, for the tracking module, a great improvement would
be to separately track body parts, still making sure that the
limbs satisfy whole body constraints. It should lead to sig-
nificant tracking improvements by being able to accurately
predict occlusions as well as segmentation errors.
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