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Abstract

In this paper, we present a new method for counting peo-
ple. This method is based on the head detection after a
segmentation of the human body by skeleton graph process.
The skeleton silhouette is computed and decomposed into a
set of segments corresponding to the head , torso and limbs.
This structure captures the minimal information about the
skeleton shape. No assumption is made about the viewpoint,
this is done after the head pose process. Several results
present the efficiency of the labelling process , particularly
its structural properties for the detection of heads within a
crowd. A proposed method has been tested with an exper-
iment of counting the number of pedestrians passing in a
specific area.

1. Introduction

People-counting systems have been widely studied in
many commercial and public locations, such as theaters,
shopping centers, stations, etc. There are many passing per-
sons in these areas so it is important to recognize aspects
of their movements. This information can be used to deter-
mine the value of a lease, to decide on effective advertising
and to display relevant types of merchandise for high sales.
In addition, in public places, this information can be ap-
plied to arrange safety and subsidiary facilities effectively.
For all these reasons, researchers have been concerned with
studying methods of counting passing persons.

People counting through image processing is to estimate
the number of pedestrians in input images. The informa-
tion of pedestrians including their number and the positions,
from a people counting system based on image processing is
expected to reduce the surveillance cost and the observers’
fatigue. Pedestrian information can be used in a variety of
potential applications. Various methods which estimate the

number of people in input images have been previously pro-
posed. They can be divided into three approaches:

1. Visual feature trajectory clustering.

2. Feature-based regression.

3. Individual pedestrian detection.

A trajectory clustering approach. In this approach peo-
ples are counted by tracking and identifying visual features
over time. The feature trajectories that exhibit coherent mo-
tion are clustered and the number of clusters correspends
an estimated number of pedestrians. For example, Antonini
et al. [1] proposed a people counting method in which the
trajectories obtained by tracking algorithm. The trajectories
are clustered based on their lengths and spatial locations.
Whereas this approach estimates the number of pedestrians
who passed within a specific time, while real-time process-
ing is difficult.

Feature-based regression approach. This approach esti-
mates the number of pedestrians by regressing the features,
extracted from an input image, using a regression function.
These methods typically work in the three steps, wich are
following: 1) background subtraction; 2) extracting various
features of the foreground region; and finally 3) estimating
the number of pedestrians by a regression function of ex-
tracted feature values, e.g. neural networks.

Kong et al. [5] proposed a people counting method in
which a neural networks as regression function is used to
regress the features, such as edge orientation and blob size
histograms obtained by applying background subtraction
and edge detection to input image, for estimate the num-
ber of pedestrians. Chan and al. [2] proposed a method in
which a Gaussian process is used as regression function to
regress 28 features extracted from crowd segment obtained
by the mixture of dynamic texture.
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However, these methods cannot estimate the positions of
pedestrians in the input image and they cannot be executed
in real-time.

Antonini et al. [1] proposed a people counting method
for estimating the size of inhomogeneous crowds, com-
posed of pedestrians that travel in different directions with-
out using explicit object segmentation or tracking. First, the
crowd is segmented into components of homogeneous mo-
tion, using the mixture of dynamic textures motion model.
Second, a set of simple holistic features is extracted from
each segmented region, and the correspondence between
features and the number of people per segment is calculated
by using a Gaussian Process regression.

Individual pedestrian detection. In this scheme, an al-
gorithms estimates the number of pedestrians that were de-
tected in input images. For example, Viola et al. [13] pro-
posed a people counting method based on boosting appear-
ance and motion features. Zhao et al. [15] proposed a
method using a Bayesian model-based segmentation.

However, these methods cannot be applied to very
crowded scenes with significant occlusion because they
need to detect and segment all pedestrians.

Park et al. [9] proposed a new area-based decision rule
that can count people more accurately and can also mea-
sure direction of their paths. There are two main ways to
approach an area-based decision rule. First, the image is di-
vided into 72 sectors and a size of a person is trained to cal-
culate the mean and variance values for each divided sector.
Changes in the size of persons in each sector are estimated
by the length variation of the projected person in each of the
sectors within the FOV (Field of View). The person’s body
was approximated as a rectangular form and the lengths of
the projected line in each sector were calculated. These val-
ues refer to the real lengths of the persons and were also
applied to the image because of their proportional relations.
Second, various movements of people (which occur in the
real world) are analyzed to treat merging and splitting rela-
tions among them.

Do.Y. [3] proposed to use simple features of the bound-
ing boxes of target people such as position and size. When
two people are in partial occlusion and in the same box,
they are segmented into each independent person by analyz-
ing the shape of the binary foreground within the bounding
box. Each foreground was identified in independent, par-
tially occluded, or completely occluded state, and the state
is updated during tracking.

There are other approaches where they segment the hu-
man silhouette before analyzing its shape properties for ex-
tract the body parts such as Haritaoglu et al. [4], Mori et
al. [8], Thome et al. [12]. Haritaoglu et al. [4]. perform
the labeling by first determining the pose among a set of
predefined ones.

However, this preprocessing scheme is inevitably prone

to fail in some cases, decreasing the overall system perfor-
mances. The approach proposed by Mori et al. [8] iden-
tically retrieves the human pose before performing the la-
beling. Among a pre-stored set of exemplar 2D views for
which key points are manually identified, they first deter-
mine for the test shape 𝑇𝑆 the best match in the shape
context meaning, before transferring the key points to 𝑇𝑆.
Thome et al. [12] used a properly labeling human body parts
in video sequences for tracking and motion interpretation.
They proposed to perform this task by using Graph Match-
ing. The silhouette skeleton is computed and decomposed
into a set of segments corresponding to the different limbs.
A Graph capturing the topology of the segments is gener-
ated and matched against a 3D model of the human skele-
ton. The limb identification is carried out for each node of
the graph, potentially leading to the absence of correspon-
dence. The method captures the minimal information about
the skeleton shape. No assumption about the viewpoint, the
human pose, the geometry or the appearance of the limbs
is done during the matching process, making the approach
applicable to every configuration.

In our the proposed method, we explore the property of
the graph skeleton and labeled body parts from the silhou-
ette to deal with occlusions among people in motion. In this
paper, we propose a new skeleton-based head detection ap-
proach that can count people with a good accuracy. There
are four main ways to approach a skeleton-based head de-
tection. 1) the background subtraction; 2) skeleton graph
computing; 3) head detection; and 4) estimating the heads
pose. The rest of the paper is organized as follows. In Sec-
tion 2, the proposed method is presented in detail. Experi-
mental results are shown in Section 3. Finally, in Section 4,
conclusions and suggestions for further work are presented.

2. People counting method using skeleton
graph

The proposed system is illustrated in the Figure 1. The
input image is segmented into blobs of moving objects, us-
ing background subtraction. We extract a skeleton graph
for each blob. Finally, the number of people is estimated in
each blob by head detection in the skeleton graph.

2.1. Background subtraction

We adopt the Grimson and Stauffer method [11] for
foreground segmentation. The authors introduce a method
to model each background pixel by a mixture of 𝐾 Gaus-
sian distributions (𝐾 is a small number from 3 to 5). Differ-
ent Gaussians are assumed to represent different colours.
The weight parameters of the mixture represent the time
proportions that those colors stay in the scene. The back-
ground components are determined by assuming that the
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Figure 1. The counting people system.

background contains 𝐵 highest probable colours.
Every new pixel value is checked against existing model

components in order of fitness. The first matched model
component will be updated. If it finds no match, a new
Gaussian component will be added with the mean at that
point and a large covariance matrix and a small value of
weighting parameter.

- Adaptive Gaussian Mixture Model

Each pixel in the scene is modelled by a mixture of 𝐾
Gaussian distributions. The probability that a certain pixel
has a value of 𝑋𝑁 at time 𝑁 can be written as 𝑃 (𝑋𝑁 ) =∑𝑘

𝑗=1𝑊𝑗 ∗ 𝜂(𝑋𝑁 , 𝜃𝑗). where 𝑘𝑤 is the weight parameter
of the 𝑘𝑡ℎ Gaussian component. 𝜂(𝑋𝑁 , 𝜃𝑗) is the Normal
distribution of 𝑘𝑡ℎ component represented by

𝜂(X,𝜃k) = 𝜂(𝑋,𝜇𝑘,
∑

𝑘
)

=
1

(2𝜋)
𝐷
2 ∣∑𝑘 ∣

1
2

𝑒−
1
2 (𝑋−𝜇𝑘)

𝑇 ∑−1
𝑘 (𝑋−𝜇𝑘)

where k is the mean and
∑

𝑘 = 𝜎2
𝑘𝐼 is the covariance of

the 𝑘𝑡ℎ component.
The 𝐾 distributions are ordered based on the fitness

value 𝑤𝑘/𝜎𝑘 and the first 𝐵 distributions are used as a
model of the background of the scene where 𝐵 is estimated

as 𝐵 = argmin𝑏(
𝑏∑

𝑗=1

𝑊𝑗) > 𝑇.

The threshold 𝑇 is the minimum fraction of the back-
ground model. In other words, it is the minimum prior
probability that the background is in the scene. Background
subtraction is performed by marking a foreground pixel any

pixel that is more than 2.5 standard deviations away from
any of the B distributions. The first Gaussian component
that matches the test value will be updated by the following
update equations,

𝑊𝑗,𝑡 = (1− 𝛼)𝑊𝑗,𝑡−1 + 𝛼𝑀𝑗,𝑡

where 𝑀𝑗,𝑡 =
{
1;if W is the first match Gaussian component
0;otherwise

𝜇𝑗,𝑡 = (1− 𝜌)𝜇𝑗,𝑡−1 + 𝜌𝑋𝑗,𝑡

𝜎2
𝑗,𝑡 = (1− 𝜌)𝜎2

𝑗,𝑡−1 + 𝜌(𝑋𝑗,𝑡 − 𝜇𝑗,𝑡−1)
𝑇 (𝑋𝑗,𝑡 − 𝜇𝑗,𝑡−1)

where 𝑊𝑘 is the 𝑘𝑡ℎ Gaussian component. 1 − 𝛼 de-
fines the time constant which determines change. If none of
the 𝐾 distributions match that pixel value, the least prob-
able component is replaced by a distribution with the cur-
rent value as its mean, an initially high variance, and a low
weight parameter.

2.2. Graph skeleton computing

For each detected region (individual/group human), the
heads are considered as parts of the skeleton silhouette. The
first step in order to detect visible segments corresponding
to body parts in the image consists thus in determining the
skeleton points. Whatever the strategy used, the main diffi-
culty related to the skeleton computation corresponds to its
sensitivity to noise. To overcome this shortcoming, we first
smooth the silhouette. This is achieved by computing the
Fourier Descriptor of its outer contours. The Fourier De-
scriptors provide a discriminative signature of the contour
of an object (Zahn et al. [14], Persoon et al. [10]). The 𝐴(𝑘)
coefficients are determined by the computation of the 𝐷𝐹𝑇
(Discrete Fourier Transform) for the𝑁 contours points con-
sidered as complex numbers 𝑋(𝑖) :

𝐴(𝑘) =
1

𝑁

𝑁−1∑
𝑖=0

𝑋(𝑖)𝑒−𝑗2𝜋𝑘𝑖/𝑁

The coefficient 𝐴(𝑘) represent the discrete contour of a
shape in the Fourier (frequency) domain. The general shape
of the object is represented by the lower frequency descrip-
tors, whereas high frequency coefficients capture details of
the object. Thus, smoothing the silhouette is carried out by
only keeping a subset of the lowest frequency descriptors.

At this stage, the skeleton is determined by computing
the Delaunay triangulation of the smoothed reconstructed
silhouette. This approach is the most adapted to our purpose
for the following reasons. First, the computation is fast and
accurate. Moreover, the Delaunay triangle structure is iso-
morph to a graph by containing neighborhood information.

The skeleton point sequences is then poligonalized. This
step consists in identifying a set of 𝑁 points 𝑃𝑖, 𝑖 ∈ [1;𝑁 ]
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Figure 2. Graph skeleton computing.

and the link between them, representing the 𝑁 − 1 seg-
ments. We point out that each skeleton point corresponds
to the center of the circumscribed circle to each Delaunay
triangle. To each link between 𝑃𝑖 and 𝑃𝑗 (𝑖 ∕= 𝑗) is asso-
ciated a quantity 𝑀𝑟 corresponding to the mean radius of
the segment along the skeleton points and computed by the

following way :𝑀𝑟 = 1
𝑀

𝑀∑
𝑖=1

𝑟𝑖, where 𝑀 is the number of

skeleton points between 𝑃𝑖 and 𝑃𝑗 and 𝑟𝑖 corresponds to the
radius of the 𝑖𝑡ℎ point. We come back in section 2.3 on the
use of 𝑀𝑟 for the purpose of the head detection.

2.3. Head detection

The skeleton points may be classified depending on their
neighborhood degree. Points having a single neighbor (𝑆)
correspond to end points. Points having more than two
neighbors (𝑀) define starting points for segments. Points
having exactly two neighbors (𝐶) corresponds to points on
a continuous curve between (𝑀) and (𝑆) points.

We can notice that (𝑆) and (𝑀) skeleton points must
be end points of segments corresponding to body parts. In
addition, some (𝐶) points are also likely to belong to the
𝑃𝑖 set. Thus, we split each (𝐶) sequence into 𝑘 segments,
so that the mean curvature for the corresponding skeleton
points is 0 (in practice under a given small threshold). Fig-
ure 2 illustrates the skeleton computation. An extracted sil-
houette,the skeleton computation (with (𝑆) points in yel-
low, (𝑀) points in green), the first set of segments after
the poligonalization and in the last set after removing small
edges are represented in Figure.2.(a, b, c, d) respectively.

At this step, for detecting head we interest only the
points’ set having a single neighbor (𝑆), we subsequently
takes the segment corresponding to extreme node and cal-
culate its degree inclination compared to the vertical axis.
If the degree tilt is included between [−𝜃, 𝜃], whereas the
segment in question could possibly be considered as head.

2.4. Head pose estimation

In the previous step, the shape of detections can be
corrupted by the noise which induces consequently the

Figure 3. Head detection.

Figure 4. Head pose estimation. In the figure, the world coordinate
system is xw, yw, zw; the camera coordinate system is x, y, z. The
origin of the camera coordinate system is centered at Oc, and the z-
axis coincides with the optical axis. (X, Y) is the image coordinate
system at Oi (intersection of the optical axis with the front image
plane) and is measured in pixels. (u, v) are the analog coordinates
of the object point in the image plane. 𝑓 is the distance between
the front image plane and the optical center.

false detections. To verify the validity for each detec-
tion, we must estimate the distance between the local ref-
erence model of a head in the world coordinate system
{𝑥𝑤, 𝑦𝑤, 𝑧𝑤}, which his size is assumed known (20× 20),
and a reference detection in the camera coordinate system
{𝑥, 𝑦, 𝑧} supposedly calibrated. This distance is according
to a pre-determined threshold ( two meters in our case) be-
tween the two references to accept or reject one detection
(see Figure 4) .

The 3D pose estimation consists in finding the rigid
transformation (R, T) minimizing some calculated error (as
the sum of error squares) of the one of two collinearity equa-
tions (in the image space or in the object space). The two
methods generally used to solve this problem are the Gauss-
Newton and the Levenberg-Marquardt methods [6]. We
used the method of Lu et al. [7] named Orthogonal Itera-
tion (OI) algorithm. Contrary to classical methods, used to
solve the optimization problems on the whole, the OI al-
gorithm cleverly exploits the specific structure of the 3D
pose estimation problem. To estimate the objects pose,
this algorithm uses an appropriated error function defined
in the objects space. The error function is rewritten in or-
der to accept an iteration based on the classical solution of
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the 3D pose estimation problem, called absolute orientation
problem. This algorithm gives exact results and converges
quickly enough, therefore it is very interesting for real-time
applications.

3. Experiments

We applied the proposed method to the experiment of
detecting head of people in a scene for finding the number
of pedestrians passing an indoor area. We processed video
image sequences in the size of 240× 320 pixels. One of
following three states is assigned to each region detected as
foreground. Figure.5 shows the examples of states assigned
to blobs.

1. Independent human: if a single human is located
within a detected region (blob),

2. Partial Occlusion: if two or more people are together
within the seem region but they can be separated by
a skeleton-based head detecting method and tracking
them by the head tracking algorithm,

3. Complete Occlusion: is the case when two or more
people in the seem region are and they cannot be sepa-
rated. This occurs not only when actually one is behind
the other and located vertically on the same linear .

Experiments were done for four video sequences and the
results are summarized in figure (resized) 6, 7, 8, 9 and 10.

We observe the robustness of our method for detecting
people’s heads in most cases and in different situations (in-
dependent human, humans partial occlusion, complete oc-
clusion humans), except the case of complete occlusion
where people who are on the same vertical lineare which
the structural information of the person who’s in the face
fussioned with another located in behind (fig 9, frame 192).
This may be remedied with a tracking process. The main
idea is to launch a tracking process on the individual cases
of missing his head in fustionned with others blobs. An-
other interesting point of our method is that the method
is able to distinguished the head before, during and after
the fusion of the people, which allow first places to robust
tracking algorithms and also confirms the effectiveness of
structural information incorporated into the skeletons of the
interest objects existing in a scene.

4. Conclusions

In this paper, we propose a new people counting method
based on head detection which can be used to count people
in an area where there are many people moving. There-
fore, this method is useful for surveillance purposes, build-
ing management, obtaining marketing data, and other pur-
poses. To implement the method, a new head-based detec-
tion was applied to extract the head of each person crowded

with other persons in the same blob. Further, the head pose
estimation was estimated by finding the rigid transforma-
tion between the reference system of the model head and the
reference system of the camera. This method can be made
more robust with an integration of the tracking process.
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Figure 5. States assigned to blobs: (a) Independent human, (b) Partial Occlusion, (c) Complete Occlusion.

Figure 6. Single human.
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Figure 7. Couple of humans.

Figure 8. Group of humans.
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Figure 9. Group of humans.

Figure 10. Group of humans in motion with occlusion.
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