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Abstract

System integration is a fundamental problem for Geographic Information Systems
(GIS). This is essentially due to the fact that available software is complex and would be
costly to reimplement or to modify. Building systems that combine resources and services
in a distributed and heterogeneous environment raises a number of new issues concerning
the architectural framework for such systems. In this paper, we describe a mediator-based
architecture for integrating spatial components. We discuss some issues concerning the
mediation of spatial database queries and present a prototype implementation based on

CORBA.

1 Introduction

Different information sources often contain “spatial” data in form of addresses, maps, geo-
graphical objects (cities, districts, ...). All of these information entities have a common spatial
semantics which can be exploited for their integration. For example, a person’s address in a
phone book corresponds to a position on a map representing the person’s home town. This fact
explains the growing interest and necessity in integrating geographic data existing on different
platforms and resulting from different application domains. For GIS, the systems integration
problem [1] is essential the available software often is complex and would be costly to reimple-
ment or to modify. Representative examples of system components in geographic applications
are database management systems, modeling systems and graphical user interfaces.

Interoperability has become the general term for describing issues concerning the cooperation
of software in the joint execution of a task [18]. Building systems that combine resources
and services in a distributed and heterogeneous environment raises a number of new issues
concerning the exchange, modification (transaction management) and integration (semantic
interoperability) of distributed data. All of these issues depend on the system’s architecture
which becomes a key issue for their implementation.

The current evolution of client-server architectures to mediated architectures based on middle-
ware standards like OMG’s Common Object Request Broker Architecture (CORBA) [13] tries
to tackle the problem of heterogeneity at the system level. These standards provide clients
and servers with high-level programming interfaces by encapsulating differences in network
protocols, programming languages and operating systems.

In this paper, we describe a mediator based architecture for integrating spatial components.
This architecture corresponds to an embedded system configuration for many-component sys-



tems [1] and has been validated by a prototype implementation in top of CORBA. The proto-
type provides different Graphical User Interface (GUI) clients with a uniform access to several
Database Management Systems (DBMS), i.e. an object-oriented (O3) and two relational (Post-
gres95, mSQL) database management systems.

A mediator based architecture for implementing open GIS systems is presented in Section 2.
Section 3 describes some issues concerning the mediation of spatial queries. In Section 4 we
give a brief overview of CORBA and show how it can be used to implement the architecture
presented in Section 2. Finally, a prototype implementation is presented in Section 5. This
prototype adopts CORBA as middleware and provides access to different databases, i.e. an
object-oriented DBMS and two relational DBMS, by means of a unique mediator interface.

2 A Mediator Based Architecture for GIS

Data heterogeneity is an essential issue to existing and future GIS applications and can be
solved by adopting a layered architecture as it is proposed by the Open Geodata Interoper-
ability Specification (OGIS) [4, 12], in general distributed database systems [20, 18], and in
heterogeneous multimedia information systems (e.g. TSIMMIS [7] and Garlic [5]). An example
of a system implementing the different layers of such an architecture is shown in Figure 1.
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Figure 1: Three layered architecture

Three information sources (DB1, DB2 and FS) can be accessed by different clients (€1 and
€2). The database layer is part of the system services level and provides persistence to both
spatial and non-spatial data. DB1 and DB2 are full-fledged database management systems with
advanced query languages : DB1 is an object-oriented DBMS which provides GIS functionalities
in form of standard OQL queries extended by some spatial operators as described in [19].
DB2 is a relational DBMS which stores alphanumeric information (e.g. yellow pages, etc.) in
form of relational tables. The query language is SQL. FS is a web server which stores a set
of files containing any information (maps, documents, images, audio, video) concerning cities,
buildings, persons, etc... These files are accessed via the World-Wide Web protocol.

Each data source is accessed by a different wrapper (W1, W2 and W3) transforming access and
update requests according the corresponding interface definition, i.e. OQL queries for interface
®, SQL queries for interface () and URL requests for interface (7).

The whole information is available to GUI clients C1 and €2 by the way of interface ). These



clients, then, can access different thematic maps, documents and images and modify correspond-
ing alphanumeric information. Clients are not aware of the underlying information sources and
communicate with mediators for accessing information. The main mediator task is to decom-
pose and distribute client requests to the different wrappers and reassemble their responses.

Mediators M1 and M2 access database DB2 through some common interface () which allows to
modify data provided by wrapper W2. Wrappers W1 and W3 are accessed through interfaces (2)
and () respectively. Interface (3) can be used for evaluating spatial queries on database DB1
whereas interface (3) gives access to data files via the World-Wide Web protocol.

3 Mediators for GIS

Applications access data via data access providers [4] which play the role of mediators [24],
global layers [18] or master components [1]. Mediators break the strong coupling between
servers and clients, caused by low-level interfaces allowing only restricted forms of abstraction.
They are generally based on common data models restricted to some application domain and
include various information processing (linking) tasks like format conversion (transformation
operations), data access and integration (accessor and constructor operations) and data selec-
tion (filtering operations). These tasks might be implemented only partially and it is possible
to classify integrating architectures according to the number of operations available [1].

An important mediator task is to decompose and distribute client requests to the different
wrappers and reassemble their responses. Mediators provide integrated views of the underlying
information. These views can be hard-coded but also be based on a high level source description
as it is proposed in [15, 2, 16, 22].

We will try to clarify the role of a spatial mediator by an example. We assume that wrappers
and mediators are described in the ODL interface definition language [6] which is part of the
ODMG-93 standard and adapts OMG’s IDL (Section 4) for database applications by adding
new type constructors (set, list), object relationships and class extents. In the following example
we will use the OQL query language, which is also part of the ODMG-93 standard, to query
(spatial) databases. A detailed description of ODL and OQL is outside the scope of this paper
and can be found in [6].

Mediator Interface : The geometry of spatial objects, e.g. roads or high-tension lines, is
described in a spaghetti model [19], i.e. no topological relationships are stored in the database.
Each spatial object is composed of several geometric components (point, line, polygon). This
allows, for example to describe a high-tension line by its electric cable (line) and its pylons
(points). The topology of each component is specified by an attribute (topo) with values
“point”, “line” and “region”. Two methods allow the detection (intersects) and the calcula-
tion (clipping) of the intersection of two spatial objects. Roads are identified by their name.
The kind of a road, e.g. street or highway, is stored in the attribute kind. A city is identified
by its zip-code and contains its name and population. The complete ODL mediator interface
definition is described in Appendix A.

Wrapper Interfaces : Spatial data is stored in a spatial database SDB implementing a
network model, where the adjancy relationships between lines are stored explicitly. Lines, points
and polygons are described in different subclasses of class GEOM. Spatial objects are identified
by an object identifier stored in class GEOM. A relational database RDB stores alphanumeric
information about highways (name) and cities (name, zip-code, population). The complete
ODL description of both wrapper interfaces is defined in Appendix B.

All data provided by a wrapper or mediator is described in the corresponding interface defi-
nition. More precisely, this means that wrappers and mediators have to be able to handle all



queries on data they describe. The main mediator task is to handle mediator queries by using
the existing wrapper interfaces for accessing data.

In the following, we will present some issues related to the rewriting of spatial queries and
operations. We assume the existence of a a query rewriting algorithm which can be used for
rewriting mediator (OQL) queries into subqueries evaluated against the different wrappers as
it can be found in [9]. This algorithm is based on OQL and uses semantic knowledge for the
rewriting of standard OQL queries.

Example 1 The first example is a mediator query which returns the names of all cities with a
population of more than 10 000 citizens :

select c.name
from ¢ in cities
where c.population > 10000

Relation CITIES in database RDB contains all necessary information (name and population) and
it is easy to see that the answer can be obtained by the following (SQL) query evaluated against
the relational database wrapper RDB :

select C.NAME
from CITIESORDB C
where C.POPULATION > 10000)

The notation CITIESORDB is used to make the fact that the named variable (relation) CITIES
is provided by wrapper RDB more explicit.

Example 2 The following query selects the names of all cities on highway A86 with more than
10 000 citizens.

select c.name
from r in roads, c¢ in cities
where r.kind = ’highway’
and r.name = ‘‘A86°°
and c.population > 10000
and r.geom->intersects(c.geom)

This query involves information provided by wrappers RDB (road name and city population)
and SDB (geometries). It is necessary to join objects of both databases by using the logical
object identifier OID. The rewriting algorithm might generate different solutions. Each solution
corresponds to a set of wrapper subqueries with different evaluation properties:

1. The first solution assumes that a wrapper query can only use local information in the
from-clause, i.e. wrappers cannot access external data, i.e. data situated outside the cor-
responding database.

The first sub-query SQ1 selects the names of cities of more than 10 000 inhabitants and
their logical object identifiers as well as the logical object identifiers of highways stored
in database RDB :

SQ1 := select struct(cname: C.NAME, coid: C.0ID, hoid: H.O0ID)
from C in CITIES@RDB, H in HIGHWAYS@RDB
where C.POPULATION > 10000
and H.NAME = ’A86’°



The second sub-query SQ2 evaluated by wrapper SDB returns all couples of logical object
identifiers (HG, CG) of intersecting geometries in SDB :

R1 := select struct(hgoid: HG.O0ID, cgoid: CG.0ID)
from HG in GEOMS@SDB, CG in GEOMS@SDB
where HG->inter(CG)

The final query is evaluated by the mediator and gives the result by joining the information
in SQ1 and SQ2 :

select b.cname
from a in SQ1, b in SQ2
where a.hoid = b.hgoid and a.coid = b.cgoid

or

select b.cname
from a in (select struct(cname: C.NAME, coid: C.0ID, hoid: H.OID)
from C in CITIESORDB, H in HIGHWAYS@RDB
where C.POPULATION > 10000
and H.NAME = ’A867)
b in (select struct(hgoid: HG.0ID, cgoid: CG.0ID)

from HG in GEOMS@SDB, CG in GEOMS@SDB
where HG->inter(CG))

where a.hgoid = b.hoid and a.cgoid = b.coid

Sub-queries SQ1 and SQ2 are evaluated by the corresponding wrapper interfaces and create
two intermediate (constant) results. Each query is local [9] in the sense that it can be
evaluated only by using data stored in the corresponding wrapper database.

Observe that query SQ2 evaluates the intersection of all spatial objects stored in the spatial
database which is expensive in time and space. It is easy to see that it would be preferable
to restrict the search space by selecting first all geometric objects corresponding to cities
with more than 10 000 habitants and to highway A86 (sub-query SQ1), before testing
their intersection. This is only possible by a sub-query evaluated by wrapper SDB using
the result of a sub-query SQ1 (evaluated by wrapper RDB).

. The second solution assumes that wrapper SDB accepts external information,i.e. the result
of sub-query SQ1. After having evaluated sub-query SQ1, the mediator sends the following
query to wrapper SDB, where RQ1 corresponds to the result of SQ1.

SQ3 = select r.cname
from HG in GEOMS@SDB, CG in GEOMS@SDB, r in RQ1
where HG.0ID = r.hoid
and CG.0ID = r.coid
and HG->inter(CG)

Observe that SQ3 depends on lambda variable r associated with query SQ1, i.e. SQ3 is not
dependency-free [9]. Nevertheless, wrapper SDB can evaluate query SQ3 since the result
RQ1) is a constant set of tuples.



4 Common Object Request Broker Architecture

Object-oriented concepts (inheritance, encapsulation, behavior) provide a natural framework
for heterogeneous, autonomous and distributed systems [18]. According to a distributed object
architecture, the different system components are modeled as objects with methods implement-
ing various services. The object-oriented approach is well-adapted to the implementation of
complex mediator tasks integrating and transforming data from different components in the
database layer. Each component provides its own interface definition with different methods
for accessing the provided services. Mediators then integrate these services in order to present
a unique interface to their clients.

The object management architecture (OMA) [13] represents one of the prevailing standardiza-
tion efforts in object based architectures. Other standardization efforts for distributed object-
based architectures are OSF’s DCE [14], Microsoft’s OLE/COM and IBM’s (D)SOM. The
Common Object Request Broker Architecture (CORBA) [13] represent a core part of OMA.
CORBA achieves interoperability by an object oriented client-server model. Clients are sep-
arated from providers of services through well-defined interfaces described in the Interface
Definition Language (IDL). The IDL interface definition contains all method signatures and
error exceptions which can be handled by objects implementing the corresponding service. A
client issues a request by sending a message to an object identified by an object reference. An
object implementation carries out the requested service. The Object Request Broker (ORB)
provides all communication infrastructure needed (1) to deliver requests and their associated
parameters to objects and (2) to return the results back to the clients. This infrastructure is
often referred to as ORB core. More generally, the ORB core is responsible for object location,
connection management and data exchange between clients and servers.

Figure 2 shows a distributed CORBA-based implementation of the layered architecture which
is described in Section 2. The Object Request Broker (ORB) is the key communication ele-

Applications
IDL O IDL O
ORB
peta Cwm ) | )
Access .
Providers IDL1 = IDL 2 IDL 3
ORB :
w1 w2 Z w3
Database ’_q‘—‘
Layer
DB 1 DB 2 FS

Figure 2: Mediated Architecture using CORBA

ment and provides the mechanisms by which objects transparently make requests and receive
responses. Observe that the each interface of Figure 1 corresponds to a different IDL interface
definition.



CORBA facilitates the integration of the different components (data servers, mediators and
applications) in several ways :

1. IDL interface definitions can be compiled into different languages (Java, C++), and it is
possible to create, for example, Java and C++ clients for the same service implemented
in C++ without any modification on the server side.

2. The physical/logical location of the different components is transparent to the software
and managed by the ORB core. It is possible to move the different modules in the ORB
environment which can include different hosts and local networks.

5 Prototype Implementation

In this Section we present an integration of an existing GIS prototype [17] and the ORBeline [8§]
CORBA software. The prototype architecture is shown in Figure 3. The main functionalities
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Figure 3: Prototype Architecture
can be summarized as follows :

o Clients access data by sending queries to mediators. These queries are standard OQL/SQL
queries involving alphanumeric, spatial and visual (e.g. point/rectangle on the screen)
data.

e Mediators reply by sets of spatial objects which are processed by the clients (e.g. displayed
on the screen).

e Mediators play the role of data access servers between clients and the database layer.
They encapsulate representations of multiple data sources and forward queries to the
different wrapper services.



e The database layer is implemented by the object-oriented Database Management Systems
(DBMS) O3 (OsTechnology) [3] and two relational DBMS, i.e. Postgres95, an extended
and freely available version of Postgres [21] and mSQL®. Wrappers are database clients
(written in C/C++4) built on top of an export schema described in [17]. Mediators
communicate with wrappers and GUI clients via the ORBeline?, version 1.0 [8] CORBA
implementation. The IDL description of the mediator interface is a straight-forward
translation of the O2 export schema [17] into IDL .

o Currently, there exist two graphical user interface clients. The first interface is a modifica-
tion of the interface described in [17] where the strongly coupled O2/C++ connection has
been replaced by a more flexible CORBA client/server communication. The second inter-
face is implemented in form of a Java applet accessing mediator functionalities through a
Common Gateway Interface (CGI) client transforming CORBA structures into a proper
data exchange format. The JAVA interface functionalities are essentially the same as in
the C4++ user interface.

Figure 4 shows the Java user interface for displaying and modifying maps obtained by database
queries or stored in files (URL queries). A thematic map is built by the overlay of several layers
representing different themes (highways, rivers, equipments). The map shown in Figure 5 is
the result of the overlay of two layers corresponding to the following two queries :

1. The first layer is the result of an OQL query accessing spatial data on national highways
managed by the O5 object-oriented DBMS :

select tuple(LEGEND: t.type,
TEXT : "",
ID : t.ID,
GEOM : t.geom)
from t in Roads
where t.type = "Nationale"

2. The second layer corresponds to the following (extended) SQL query returning all equip-
ments stored in a Postgres extended relational database :

select A.topo,
A.class,
A.id,
G.type_spat,
G.x, G.y
from EQUIP A, EQUIP_spat G
where A.id=G.id

The graphical Java client sends a query request (O and (@ in Figure 3) to the mediator.
The query is analyzed by the mediator which forwards the query to the Postgres database
(RDBMS) implementing interface IDL 2. The wrapper sends an SQL request to the database
layer (RDBMS, (&) and transforms the query result ((&) according to the interface definition
IDL 2. The result received by the mediator ((-) and () is then sent back to the graphical
user interface client (& and @).

!mSQL (Mini SQL) has been developed as part of the Minerva Network Management Environment and is
freely available at the following address : ftp://Bond.edu.au/pub/Minerva/msql.
2VisiBroker, formerly ORBeline, is commercialized by Visigenic.
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Figure 5: Thematic Map : Highways and Equipments

Observe that the location of each database is transparent to the clients. In the previous example,
the O5 database is situated in the domain of INRIA | Rocquencourt, and the Postgres database is
installed in the domain of at CNAM, Paris. Each of these database can be moved transparently
inside the ORB domain (CNAM and INRIA).

6 Related Work

Our prototype can be considered as a (partial) implementation of the services model in the The
Open Geodata Interoperability Specification (OGIS) framework. OGIS includes three parts

]:

=

e The Open Geodata Model (OGM) tries achieves “data interoperability” by an extensible
information model describing real world space/time phenomena at different abstraction
levels (real-world, specification, implementation).

e The Services Model is based on the client-server paradigm, where service providers return
requested data or (processing) functionalities to client programs (objects).

e The Information Communities Model achieves “institutional interoperability” based on
the data and service models and by defining a scheme for automated translation between
different geographic feature lexicons.

The Open Architecture Scientific Information System (OASIS) [12] provides different services
for the exploration (catalog service), integration (conquest parallel execution environment) and
storage (geoPOM) of geo-scientific data. The object model is based on the OGIS framework and
defines the behavior (interface hierarchy) and the structure (object hierarchy) of a wide range
of geoscientific data. The prototype is developed on top of SunSoft’s CORBA-compliant NEO
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software. The system presented in [12] uses the same data model for mediators, catalogs (data
sources) and catalog wrappers. In order to be more flexible and to integrate existing software
components, it should be possible to implement different models (interfaces) as presented in
Section 3.

A federated architecture for an environmental information system based on CORBA (Orbeline
and Orbix) is presented in [10]. This architecture distinguishes between information services
and data sources. The information services are based on the environmental data catalogue
UDK [11] and help users to find relevant data sources. The prototype implementation uses the
GRASS GIS software for the display of raster maps.

A big number of spatial data services are accessible on Internet. Some of them are based on
JAVA applets implementing some simple operations such as zooming and layer selection®.

7 Future Work and Conclusion

In the current version of our prototype, the main mediator functionality is query dispatching to
different database clients. The presentation of geographic information in the form of a map is
the result of a variety of operations (map overlay, scale, generalization) which can be executed
at the different levels of this architecture [23]. For example, it is possible to execute the overlay
of two maps (1) at the database level, if both maps are stored in the same database, (2) at the
data access level, if the maps exist in different databases (3), and at the application level, if
the maps are not accessed by the same request. We are currently working on the description
of more sophisticated GIS mediator tasks, integrating different data sources and evaluating
complex queries over different spatial data sets.

Our experience showed that CORBA is well adapted to the systems integration problem for
several reasons :

e Performance : The additional communication cost introduced by the new software com-
ponents (ORB core, mediator, wrapper) remains insignificant compared to the global
response time (query evaluation and result construction).

e Location and hard- and software independence : CORBA allows the integration of new
data servers and applications very easily. The location of a component is completely
transparent to the other components. In our prototype, it is for example possible to
execute the mediator and client components on different hosts and different domains
(CNAM and INRIA) without any recompilation of the source code.

e Code independent: IDL interface definitions can be compiled into different languages
(Java, C4++), and it is possible to create, for example, Java clients for services imple-
mented in C4++4 without any modification on the server side. The used ORB software
(Oberline Version 1.0) did not provide a JAVA compiler for IDL definitions. In the future,
we plan to use more recent ORB software in order to remove the CGI-client (Figure 3)
which is used by the Java client for communicating with the mediator component.
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A Mediator Interface Specification

interface Point
( extent points ) : persistent
{
attribute Long x ;
attribute Long y ;
3

interface Comp
( extent comps ) : persistent
{
attribute Enum Topo { point, line, polygon } topo ;
relationship List<Point> points ;

};

interface Geometry
( extent geoms ) : persistent

{
relationship Set<Comp> comps ;
Geometry clipping(in Geometry geom) ;
Boolean intersects(in Geometry geom) ;
3

interface Road
( extent roads
keys name ) : persistent
{
attribute String name ;
attribute Enum Kind { street, highway, path } kind;
relationship Geometry geom ;

};

interface City

( extent cities
keys zip ) : persistent

{
attribute String name ;
attribute Long zip ;
attribute Long population ;
relationship Geometry geom ;

};

B Wrapper Interface Specifications

B.1 Spatial Database Wrapper

interface GEOM
( extent GEOMS
keys 0ID ) : persistent

{
attribute Long 0ID;

14



GEOM clip(in GEOM geom);
Boolean inter(in GEOM geom);

};

interface POINT : GEOM
( extent POINTS
keys X,Y ) : persistent
{
attribute Long X;
attribute Long Y;
relationship Set<LINE> start_of;
relationship Set<LINE> end_of;
};

interface LINE : GEOM
( extent LINES ) : persistent
{
relationship List<POINT> points;
relationship <POINT> starts_with inverse POINT::start_of;
relationship <POINT> ends_with inverse POINT::end_of;

};

interface POLYGON : GEOM
( extent POLYGONS ) : persistent
{
relationship List<POINT> points;
3

B.2 Relational Database Wrapper

interface HIGHWAY
( extent HIGHWAYS
keys 0ID ) : persistent
{
attribute Long 0ID ;
attribute String NAME ;
3

interface CITY

( extent CITIES
keys 0ID ) : persistent

{
attribute Long 0ID ;
attribute String NAME ;
attribute Long ZIP ;
attribute Long POPULATION ;



