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Abstract The problems of multicolinearity and right censoring in multivariate linear regression are considered by using Mean imputation combined with the Partial Least Squares (PLS) methodology. The main purpose of this paper is to investigate the performance of PLS regression in the context of Financial Ratios where these ratios are strongly correlated. We show in this paper that ignoring the right censoring from data can cause a bias. The methodology is illustrated using a data set pertaining to some Small and Medium-sized firms. The PLS regression model with right censored provide satisfactory results in predicting lifetime until the first time failure event occurrence of Tunisian Small and Medium-sized firms.
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1 Treatment of censored data
We define the response variable Y as the lifetime until the first time failure event occurrence. The matrix X of explanatory variables is composed of 35 financial ratios describing the financial situation of the company two years before failure [4].

The classical algorithm of the OLS regression and the PLS regression [5, 6, 7] did not take into account the censoring issue [3]. We use the Mean imputation [1, 2] approach taking into account the right censored data. We note 
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 the response variable after imputation.

2 Detection of the multicolinearity among variables
Table 1 report the correlation coefficients with absolute values higher than 0.5.

Table 1: Correlation between independent variables (Pearson correlation coefficients)

	independent 

Variables
	Pearson correlation coefficients

	(x4, x9)
	0.658

	(x7, x8)

(x7, x24)

(x7, x30)

(x8, x30)

((x9, x11)

(x15, x16)

(x16, x34)

(x30, x34)
	0.682

-0.786

0.612

0.670

0.695

0.649

0.608

0.655


Another way to asses the magnitude of multicolinearity is to perform the OLS regression. We found the signs of the betas estimates for the OLS regression model are different from those of the Pearson correlation coefficients.
3 PLS regression with right censoring
We apply the classical algorithm of the PLS regression of 
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 on X for various censoring cases going from 5 % to 70 %.

The results are interpreted in terms of model adjustment by evaluating the Fit Mean Squared Error (MSEF), and in terms of the model predictive quality by estimating the Prediction Mean Squared Error (MSEP).

We below, in figure 1 provide, the values of MSEF for various censoring levels, computed on the ten first PLS components.
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Figure 1: MSEF for the different censoring levels

We shows that for data associated with a range of censoring rates going from 0 % to 30 %, the MSEF decreases when increasing the number of PLS components.

Figure 2 hereafter shows the MSEP values for the various censoring levels, evaluated with the ten first PLS components
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Figure 2: MSEP for the different censoring levels
We show that for one, two and three PLS term the uncensored data give results biased in term of prediction.

We observe that a model with 15 % censoring rates and one PLS term seems to be the most adequate as it is associated with the minimal value of MSEP.

For this model the estimated equation of the regression of 
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 on the PLS component t1 is given by: 
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 = 0,271925 t1 , where the component t1 explains the Financial Ratios to 28,1724 % and predicts the lifetime of company until the failure event occurrence for 72,9104 %.
It should be stressed here that, in contrast to the OLS coefficients, the signs of the PLS regression coefficients coincide with those of the Pearson correlations. Thus we can conclude that the PLS can cope with the multicolinearity problem. So PLS regression provides coherent parameters. We can further improve the predictive quality of this model by calculating for every variable its explanatory power on the response variable (Variable VIP Importance in the Prediction). The VIP allows classifying the variables according to their explanatory power on the response variable. Variables having a large VIP (>1) are the most important in the construction of the response variable. Therefore we can eliminate variables with VIP values lower than 1 [5].

According to the VIP criterion, we retain the following Financial Ratios: x9, x10, x14, x15, x16, x21, x23, x28, x30, x31, x34.

In this case, the estimated equation of the PLS regression becomes:
[image: image7.wmf]*

Y

~

 = 0,351113 t1 and 


[image: image8.wmf]*

Y

~

 = 0,10222 x9 + 0,08377 x10 + 0,11528 x14 + 0,12277 x15 + 0,12680 x16 + 0,09799 x21 + 0,10865 x23 + 0,09611 x28 + 0,09027 x30 + 0,08209 x31 + 0,12780 x34, where the component t1 explains the Financial Ratios to 55,3097 % and predicts the lifetime of company until the occurrence of the event of failure for 75,0046 %.

The prediction is made by means of the PLS regression scheme. Figure 3 shows simultaneous plots of observed and predicted values using the OLS and the PLS regression, and figure 4 gives the values of the prediction error for the various observations.
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Figure 3: Observed and predicted values
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Figure 4: Prediction Error for different observations
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