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A considerable amount of literature has been devoted to model selection by minimizing 
penalized likelihood criteria like AIC, BIC (Burnham et al. 2000). This makes sense in the 
classical framework where a model is a simplified representation of the real world provided 
by an expert of the field. AIC and BIC have similar formulas but originates from different 
theories. Even in this context, penalized likelihood may not be applicable when there is no 
simple distributional assumption on the data (what is likelihood?) and (or) when one uses 
regularisation techniques like ridge or PLS regression where parameters are constrained (what 
is the actual number of parameters?). 
In data mining and machine learning, models come from data and not from a theory behind it: 
models are used to make predictions (supervised learning) (Hand, 2000). A good model not 
only fits the data but gives accurate predictions, even if it is not interpretable. A model is 
nothing else but an algorithm and the search for the true model is vain.   
A more adapted measure of complexity is the VC-dimension which leads to the SRM principle 
for model selection which is universally strongly consistent (Devroye et al., 1996, Vapnik, 
2006), but the VC dimension is difficult to compute. Empirical measures of generalization are 
in general based on techniques like bootstrap or cross-validation (Hastie et al., 2001). 
We will focus on supervised  binary classification:  ROC curves and AUC are commonly used 
(Saporta & Niang, 2006). Comparing models should be done on validation (hold-out) sets and 
we will show on examples that resampling is necessary in order to get confidence intervals 
and how unexpected variability may occurr. 
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