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There are various ways to deal with missing data. Among the conventional methods for handling 

missing data "listewise deletion" could be considered as a safer or less biaised approach. However if  

the amount of data that must be discarded under listwise deletion is dramatic other alternatives must be 

considered. A first strategy is the simple imputation which will substitute a value for each missing 

data. For example, each missing value can be replaced by the average of the variable, the nearest 

neighbour (Nguyen, 2002), or by the predicted value of a regression model. These ad hoc methods are 

not without disadvantages, by biaising in the first two cases variance-covariances towards zero and  

increasing the observed correlations in the  last case. Other strategies consist in using the EM 

algorithm (Dempster, Laird, and Rubin. 1977) for the estimation of maximum likelihood with 

incomplete data or the direct Maximum likelihood estimation used in  program for structural equation 

modelling.  

PLS  Regression in its standard form with the use of the NIPALS algorithm can deal with missing 

values. Treatment of missing values with PLS-NIPALS can be implicitly associated as a  simple 

imputation method. PLS loadings and components are iteratively calculated as slopes of least squares 

lines passing through the origin on the available data. Missing data are in fact estimated with these 

simple regressions. 

The PLS Kernel algorithm proposed by Ränner, Geladi, Lindgren, and Wold  is based on a 

simplified version of the EM algorithm for the calculation of covariances matrices when missing data 

are present. An improved version of this algorithm using the complete EM algorithm is now very easy 

to implement with the new SAS procedures MI and PLS. 

Simple imputation which treats the missing values in a deterministic way does not reflect 

uncertainty associated with their prediction. If the data are missing at random, and if the parameters of 

the model do not depend on the process generating the missing values, Rubin in the 1970's  proposed 

to replace each missing value with a set of plausible values that represent the uncertainty about the 

right value to impute. This process leads to valid statistical inferences that properly reflect the 

uncertainty due to missing values. 
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Multiple imputation inference involves three distinct phases : 

- The missing data are filled in m times to generate m complete data sets. 

- The m complete data sets are analysed by using standard procedures. 

- The results from the m complete data sets are combined for the inference. 

 
We compare NIPALS, EM , and MI in the treatment of missing data in PLS regression. Based on 

simulation studies, the three methods give comparable results when no more than 30% of the data are 

missing. With more missing data EM or MI seem to give better results compare to NIPALS. 

Furthermore using EM or MI it is possible to include information from variables outside the model to 

estimate covariance matrices. 
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