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Abstract

This paper introduces a regularization method to explicitly control the rank of a learned symmetric positive semidefinite distance matrix in distance metric learning. To this end, we propose to incorporate in the objective function a linear regularization term that minimizes the $k$ smallest eigenvalues of the distance matrix. It is equivalent to minimizing the trace of the product of the distance matrix with a matrix in the convex hull of rank-$k$ projection matrices, called a Fantope. Based on this new regularization method, we derive an optimization scheme to efficiently learn the distance matrix. We demonstrate the effectiveness of the method on synthetic and challenging real datasets of face verification and image classification with relative attributes, on which our method outperforms state-of-the-art metric learning algorithms.

1. Introduction

Distance metric learning is useful for many Computer Vision tasks, such as image classification [14, 17, 26], retrieval [3, 8] or face verification [10, 18]. It emerges as a promising learning paradigm, in particular because of its ability to learn with attributes [20], further offering the appealing possibility to perform zero-shot learning, or to generalize to new classes at near zero cost [17].

Metric learning algorithms produce a linear transformation of data which is optimized to fit semantical relationships between training samples. Different aspects of the learning procedure have recently been investigated: how the dataset is annotated and used in the learning process, e.g. using pairs [18], triplets [21] or quadruplets [13] of samples; design choices for the distance parameterization; extensions to large scale context [17], etc. Surprisingly, few attempts have been made for deriving a proper regularization scheme, especially in the Computer Vision literature. Regularization in metric learning is however a critical issue, as it often limits model complexity, the number of independent parameters to learn, and thus overfitting. Models learned with regularization usually better exploit correlations between features and often have improved predictive accuracy [14].

In this paper, we propose a novel regularization approach for metric learning that explicitly controls the rank of the learned distance matrix. Figure 1 illustrates the relevance of our approach. We present retrieval results after metric learning with the proposed method, and provide an illustrative comparison with LMNN [26], which is one of the most popular non-regularized metric learning algorithms. The regularization scheme introduced in this paper significantly improves the performance of the semantical visual search.

The remainder of the paper is organized as follows. Section 2 positions the paper with respect to related works. Our regularization framework is introduced in Section 3 and the resulting optimization scheme in Section 4. Section 5 presents toy experiments to grasp the meaning of the proposed regularization. Section 6 demonstrates the effectiveness of our metric learning scheme in two challenging computer vision applications. Finally, Section 7 concludes the paper and gives directions for future work.
Notations: let $\mathbb{S}^d$ and $\mathbb{S}^d_+$ denote the sets of $d \times d$ real-valued symmetric and symmetric positive semidefinite (PSD) matrices, respectively. For matrices $A \in \mathbb{S}^d$ and $B \in \mathbb{S}^d$, denote the Frobenius inner product by $\langle A, B \rangle = \text{tr}(A^\top B)$ where $\text{tr}$ denotes the trace of a matrix. $\Pi_{\mathbb{S}^d_+}(A)$ is the orthogonal projection of the matrix $A \in \mathbb{S}^d_+$ onto the positive semidefinite cone $\mathbb{S}^d_+$. For a given vector $a = (a_1, \ldots, a_d)^\top \in \mathbb{R}^d$, $\text{Diag}(a) = A \in \mathbb{S}^d$ corresponds to a square diagonal matrix such that $\forall i, A_{i,i} = a_i$. $\lambda(A)$ is the vector of eigenvalues of matrix $A$ arranged in non-increasing order. $\lambda_i(A)$ is the $i$-th largest eigenvalue of $A$. $\mathbf{x}_i \in \mathbb{R}^d$ (resp. $\mathbf{x}_j \in \mathbb{R}^d$) is the vector representation of image $p_i$ (resp. $p_j$) and we note $\mathbf{x}_{ij} = (\mathbf{x}_i - \mathbf{x}_j)$. Finally, for $x \in \mathbb{R}$, let $|x|_+ = \max(0, x)$.

2. Related work

Image representation for classification has been deeply investigated in recent years [4, 19]. The traditional Bag-of-Words representation [24] has been extended for the coding step [9, 28] as well as for the pooling [1], or with bio-inspired models [22, 25]. Nonetheless, similarity metrics are also crucial to compare, classify and retrieve images.

We focus in this work on supervised distance metric learning methods. Some of them consider sets of similar and dissimilar pairs of images for training [6, 18, 27]. They learn a distance metric that preserves distance relations among the training data. Other methods consider triplets [3, 8, 21, 26] of images, which are easy to generate in classification. For instance, LMNN [26] learns a distance metric for $k$-Nearest Neighbors ($k$-NN) approach using those triplet-wise training sets.

In this paper, we consider the widely used Mahalanobis distance metric $D_M$ that is parameterized by the PSD matrix $M \in \mathbb{S}^d_+$ such that $D_M^2(p_i, p_j) = (\mathbf{x}_i - \mathbf{x}_j)^\top M (\mathbf{x}_i - \mathbf{x}_j) = (x_{ij})^\top \mathbf{M} x_{ij}$. It can also be rewritten:

$$D_M^2(p_i, p_j) = \langle M, x_{ij} x_{ij}^\top \rangle \quad (1)$$

In Computer Vision, many approaches do not learn the Mahalanobis distance matrix $M$ explicitly, but prefer working on a specific matrix decomposition: i.e. $M = L^\top L$ where $L \in \mathbb{R}^{d \times d}$ and $d$ is the data dimension. An objective function to minimize over $L$ is defined using a loss function expressed over the different constraints of the training set [17, 18]. Although the resulting optimization is very fast, it is not convex w.r.t. $L$, leading to many local minima with different objective values that depend on the initialization of $L$. In addition, an explicit regularization term is rarely introduced in the learning scheme. For instance, that lack of regularization makes LMNN prone to overfitting [3]. To limit this shortcoming, many approaches [17, 18, 26] perform early stopping which stops an iterative optimization process before convergence. However, this method needs to be carefully tuned for each dataset.

Different types of regularization in the objective function defined over $M \in \mathbb{S}^d_+$ have been proposed in the machine learning literature. Schultz and Joachims [21] use the squared Frobenius norm $\|M\|_F^2$, following the SVM framework to learn a diagonal PSD distance matrix. However, the diagonal form of their model does not benefit from correlations between data. The ITML method (Information-Theoretic Metric Learning [6]) uses a LogDet regularizer that constrains the distance matrix to be strictly positive definite, which in practice often results in high-rank solutions that are subject to overfitting. Another powerful way to regularize, is to control the rank of $M$. Imposing a low-rank solution limits the number of free parameters in the metric, and hence prevents overfitting. To that end, some methods [14, 16, 23] add the trace $\text{tr}(M)$ as a regularization term, because it is a convex surrogate for $\text{rank}(M)$. However, it does not allow an explicit control over the rank of $M$: the trace of the distance matrix reaches its minimum possible value iff the distance matrix is a zero matrix. In practice, this trivial solution is never obtained because of the associated constraints.

In this paper, we investigate a new optimization scheme with a regularization term that explicitly controls the rank of $M$. Such a scheme allows to avoid overfitting without any trick such as early stopping. The main contributions of this paper are: 1) We introduce a new regularization strategy based on the convex hull of rank-$k$ projection matrices, called Fantope, which allows to explicitly control the rank of distance matrices. 2) We propose an efficient algorithm to solve the new optimization scheme. 3) Our framework outperforms state-of-the-art metric learning methods on synthetic and challenging real Computer Vision datasets.

3. Metric learning Fantope regularization

Objective function: a metric learning algorithm aims at determining $M$ such that the metric satisfies most of the constraints defined by the training information. It is generally formulated as an optimization problem of the form:

$$\min_M \mu R(M) + \ell(M, A) \quad (2)$$

where $\ell(M, A)$ is a loss function that penalizes constraints that are not satisfied, $R(M)$ is a regularization term on the parameter $M$ of the metric, and $\mu \geq 0$ is the regularization parameter. $\ell(M, A)$ measures the ability of the matrix $M$ to satisfy some distance constraints given in the training set. The type of constraints depends on the way relationships between training samples are provided, e.g. relations between pairs, triplets, quadruplets [13] etc. The details on the design of the set $A$ and the loss $\ell(M, A)$ are specified in Section 4.1. In this paper, we focus on defining an effective regularization term $R(M)$. 
3.1. Motivation for the proposed regularization

As mentioned in Section 2, controlling the rank of the PSD distance matrix \( M \) is a powerful way to limit overfitting and to better exploit correlations between features. A standard way to promote low-rank solutions is to use the nuclear norm \( \| M \|_n \) as a regularization term. In the case of PSD matrices, the nuclear norm corresponds to the trace: \( \forall M \in S^d_+, \| M \|_n = \text{tr}(M) \). However, trace-(norm) regularization is somewhat limited as it seeks a rank-0 matrix (i.e. \( M = 0 \)). Alternatively, we propose a regularization term that reaches its minimum when the rank of the learned PSD matrix is smaller or equal to a fixed target rank. We then formulate the regularization term \( R(M) \) as the sum of the \( k \) smallest eigenvalues of \( M \in S^d_+ \):

\[
R(M) = \sum_{i=d-k+1}^{d} \lambda(M)_i
\]  

(3)

Such a minimization of \( R(M) \) will naturally converge to a subspace corresponding to the \((d-k)\) most significant eigenvalues. As the rank of the PSD matrix \( M \in S^d_+ \) is the number of its non-zero eigenvalues and all the eigenvalues of \( M \in S^d_+ \) are non-negative, the proposed regularization term \( R(M) \) allows an explicit control over the rank of \( M \):

\[
R(M) \text{ equals } 0 \text{ iff rank}(M) \leq d-k
\]  

(4)

We explain in the following how to express \( R(M) \) in a convenient way.

3.2. Explicit rank control regularization

Using Ky Fan’s theorem [7], we can rewrite the sum of the \( k \) smallest eigenvalues of any symmetric matrix \( M \) as the trace \( \text{tr}(WM) \) where \( W \) is in the convex hull of the set comprising outer product of orthonormal matrices (rank-\( k \) projection matrices). This convex hull is called a Fantope [5]. Our regularization term (Eq. (3)) may be expressed as:

\[
R(M) = \text{tr}(WM) = \langle M, W \rangle
\]  

(5)

where the matrix \( W \in S^d_+ \) (in a Fantope) allows to project the matrix \( M \) to the target \( k \)-dimensional subspace.

A simple way to construct such a matrix \( W \in S^d_+ \) is to use the eigendecomposition of \( M \in S^d_+ \): \( M = V_M \text{Diag}(\lambda(M)) V_M^T \) where \( V_M \) is an orthogonal matrix. As \( \lambda(M) \) is arranged in non-increasing order, a simple threshold allows to project data to the subspace generated by the \( k \) eigenvectors corresponding to the \( k \) smallest eigenvalues. Let us construct \( w = (w_1, \ldots, w_d)^T \in \mathbb{R}^d \) such that:

\[
w_i = \begin{cases} 
0 & \text{if } 1 \leq i \leq d-k \text{ (the first } d-k \text{ elements)} \\
1 & \text{if } d-k+1 \leq i \leq d \text{ (the last } k \text{ elements)} 
\end{cases}
\]  

(6)

We then express \( W \) as:

\[
W = V_M \text{Diag}(w)V_M^T
\]  

(7)

From Eq. (7), it is simple to verify that the definition of \( R(M) \) in Eq. (5) matches with the one in Eq. (3):

\[
R(M) = \text{tr}(WM) = \text{tr}(V_M \text{Diag}(w)V_M^T V_M \text{Diag}(\lambda(M)) V_M^T) = \text{tr}(\text{Diag}(w)\text{Diag}(\lambda(M))) = w^T \lambda(M) = \sum_{i=d-k+1}^{d} \lambda(M)_i
\]

As the last \( k \) elements of \( \lambda(M) \) (the \( k \) smallest eigenvalues of \( M \)) equal 0 iff \( \text{rank}(M) \leq d-k \), one can deduce the expected property given in Eq. (4) that \( R(M) = 0 \) iff the rank of \( M \) is smaller or equal to \( d-k \).

Fantope regularization is a generalization of trace regularization. Indeed, for every matrix \( M \in S^d_+ \), \( \text{tr}(M) = \text{tr}(L_0M) \). Trace regularization is equivalent to a Fantope regularization where \( \text{tr}(WM) \) is the sum of the \( d \) smallest eigenvalues of \( M \) (\( W = V_M \text{Diag}(1)V_M = I_d \)). It is also worth noting that \( W \) could be fixed in the convex hull of rank-\( k \) projection matrices without exploiting the eigendecomposition of \( M \) (as constructed in Eq. (7)). In this case, a (strictly) positive value of \( R(M) = \text{tr}(WM) \) is not necessarily the sum of the \( k \) smallest eigenvalues of \( M \).

However, if \( \text{tr}(WM) \) equals 0, then \( R(M) \) includes the sum of the \( k \) smallest eigenvalues of \( M \) and the rank of \( M \) is then smaller or equal to \( d-k \) [5].

4. Metric learning optimization algorithm

4.1. Optimization problem

**Constraints:** we focus on quadruplet-wise constraints [13] that encompass pairwise and triplet-wise constraints. They involve distance comparisons of the form \( D(p_k, p_i) > D(p_i, p_j) \) for any quadruplet of images \( q = (p_i, p_j, p_k, p_l) \). Our goal is to learn a metric \( D_M \) parameterized by \( M \) that satisfies the following constraint for all \( q \) in a training set \( A \):

\[
\forall q \in A, D_M^2(p_k, p_i) \geq \delta_q + D_M^2(p_i, p_j)
\]  

(8)

where \( \delta_q \) is a safety margin specific to each quadruplet \( q \). The triplet constraint \( D_M^2(p_i, p_j) \geq 1 + D_M^2(p_i, p_l) \) can be trivially obtained from Eq. (8) with \( q = (p_i, p_j, p_l, p_k) \) and \( \delta_q = 1 \). The formulation in Eq. (8) is also able to express relationships between a set of similar pairs \( S \) or dissimilar pairs \( D \), as used for example in [6, 18]. The dissimilar pair \( (p_i, p_j) \in D \) can be integrated with \( q = (p_i, p_j, p_l, p_k) \) and \( \delta_q = l \) leading to the constraint \( D_M^2(p_i, p_j) \geq l \) where \( l \) is the minimum value to consider images \( p_i \) and \( p_j \) dissimilar. In the same way, the similar pair \( (p_i, p_j) \in S \) can be integrated with \( q = (p_i, p_j, p_l, p_k) \), \( \delta_q = -u \), leading to the constraint \( u \geq D_M^2(p_i, p_j) \) where \( u \) is a given upper bound that enforces the distance between two similar images \( p_i \).
and $p_j$ to be smaller than the given threshold $u$. We specify in the experiments (Section 6) how $l$ and $u$ are defined.

Using Eq. (1), our quadruplet-wise constraints in Eq. (8) using $q = (p_1, p_2, p_k, p_l) \in A$ can be rewritten:

$$\forall q \in A, (M, x_{kl}t^k_i - x_{ij}^T) \geq \delta_q$$  \hspace{1cm} (9)

Optimization: in order to learn a metric $D_M$ that obeys the constraints in Eq. (9), we define a global loss $l(M, A) = \sum_{q \in A} \ell_M(q)$ that accumulates losses over all the quadruplets in the training set $A$. We design the loss for a single quadruplet: $\ell_M(q) = \max (0, \delta_q + \langle M, x_{ij}^T - x_{kl}^T \rangle)$. By including our regularization term and $l(M, A)$, our optimization problem becomes:

$$\min_{M \in S^d_+} f_W(M) = \mu R(M) + l(M, A)$$  \hspace{1cm} (10)

where

$$f_W(M) = \mu W + \sum_{q \in A^+} [\delta_q + \langle M, x_{ij}^T - x_{kl}^T \rangle]_+$$  \hspace{1cm} (11)

where $\mu \geq 0$ is a regularization parameter and $\langle M, W \rangle$ is the sum of the $k$ smallest eigenvalues of $M$.

4.2. Solving the optimization problem

Although the function defined in Eq. (11) is not globally convex due to the constraint $\langle M, W \rangle = \sum_{i=d-k}^{d} \lambda_i(M)_1$, it is convex w.r.t. $M$ when $W$ is fixed. We then first propose to perform a subgradient descent over $M$. We alternate the update of $M$ and $W$ by fixing one of these matrices and updating the other. $M$ is updated by performing a subgradient descent: the subgradient of Eq. (11) w.r.t. $M$ is:

$$\nabla_M = \mu W + \sum_{q \in A^+} (x_{ij}^T - x_{kl}^T)$$  \hspace{1cm} (12)

where $A^+$ is the subset of constraints in $A$ that are not satisfied (Eq. (9)). The obtained value after subgradient descent over $M$ is projected onto the cone of PSD matrices at each iteration. $W$ is updated by construction as explained in Section 3.2 so that $\langle M, W \rangle$ is the sum of the $k$ smallest eigenvalues of $M$. That process stops when the objective value (Eq. (10)) stops decreasing. The global learning scheme is described in Algorithm 1.

4.3. Efficiency discussion

An alternative method to solve the problem in Eq. (11) is to switch the update between $M$ and $W$ after a full subgradient descent over $M$ (i.e. fix $W$ and optimize over $M$ until convergence, then construct $W$ (Eq. (7)), and iterate). Note that this option is computationally demanding since the outer loop that alternates between $M$ and $W$ has to be performed several times until convergence, requiring several full subgradient optimizations for which the projection onto the cone of PSD matrices is performed at each iteration. In addition, we experimentally noticed that this optimization strategy did not improve accuracy.

When the input space dimension $d$ is large, the eigendecomposition required at each iteration of the subgradient descent (Algorithm 1) also becomes computationally expensive. As in [14], we propose an adaptation of the Alternating Direction Method of Multipliers (ADMM) [2] to learn a metric. We then adapt Eq. (10) in this way:

$$\min_{M \in S^d, Z \in S^d} f_W(M) + g(Z) \text{ s.t. } M = Z$$  \hspace{1cm} (13)

where

$$g(Z) = \begin{cases} 0 & \text{if } Z \in S^d_+ \\ +\infty & \text{if } Z \notin S^d_+ \end{cases}$$  \hspace{1cm} (14)

and $f_W(M)$ is given in Eq. (11). Introducing a Lagrange multiplier $\Lambda \in S^d$, we obtain the augmented Lagrangian:

$$\mathcal{L}_\rho(M, Z, \Lambda) = f_W(M) + g(Z) + \langle \Lambda, M - Z \rangle + \frac{\rho}{2} \|M - Z\|^2_F$$  \hspace{1cm} (15)

where $\rho > 0$ is a scaling parameter. The ADMM algorithm written in scaled form follows the successive updates described in Algorithm 2, where $U = \frac{1}{\rho} \Lambda$. Algorithm 2 finds the optimal $M$ before updating $W$, as previously proposed. However, the approximation and speed up in Algorithm 2 comes from the constraint $M \in S^d_+$ which has been replaced by the constraint $M \in S^d$, whereas $g(Z)$ promotes a PSD solution matrix.

5. Synthetic example

We propose to start exploring the behavior of our Fantope regularization method using a synthetic dataset with a target metric $D_T$ parameterized by a known low-rank distance matrix $T \in S^d_+$. For this purpose, we create a random symmetric positive definite matrix $A \in S^d_+$ with rank$(A) = e$ and $e < d$, and define the target PSD distance matrix $T \in S^d_+$: $T = \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}$ with rank$(T) = \text{rank}(A) = e$.  

---

**Algorithm 1 Metric Learning with Fantope Regularization**

**input**: Training constraints $A$, hyper-parameter $\mu$ and step size $\eta > 0$.

**output**: $M \in S^d_+$

Initialize $M \in S^d_+, W \leftarrow V_M \text{Diag}(w)V_M^T$ (Eq. (7))

repeat

Compute $\nabla_M$ (Eq. (12))

$M \leftarrow \Pi_{S^d_+}(M - \eta \nabla_M)$

$W \leftarrow V_M \text{Diag}(w)V_M^T$ (Eq. (7))

until stopping criterion (e.g. convergence)
Algorithm 2 Metric Learning with Fantope Regularization (ADMM version)

input : Constraints $A$ and hyper-parameters $\mu, \rho$

Initialize $t = 1$, $M^t = Z^t \in S^d_+$, $U^t \leftarrow 0$, $W^t \leftarrow V_{M^t} \text{Diag}(w) V_{M^t}^\top$ (Eq. (7))

repeat

$M^{t+1} \leftarrow \arg\min_{M \in S^d_+} f_W(M) + \frac{\rho}{2} \|M - (Z^t - U^t)\|_F^2,$

$Z^{t+1} \leftarrow 2(M^{t+1} + U^t)$

$U^{t+1} \leftarrow U^t + M^{t+1} - Z^{t+1}$

$W^{t+1} \leftarrow V_{M^{t+1}} \text{Diag}(w) V_{M^{t+1}}^\top$ (Eq. (7))

$t \leftarrow t + 1$

until stopping criterion

return $\Pi_{S^d_+}(M^t)$


We generate a set $X$ of feature vectors $x_i \in \mathbb{R}^d$ from a uniform distribution in $[0, 1]$ for each component. The distance between two feature vectors $x_i$ and $x_j$ is given by: $D(x_i, x_j) = (x_i - x_j)^\top T (x_i - x_j)$. In order to build a training set $A$, we randomly sample pairs of distances using quadruplets in $X^d$ and get the ground-truth using $D^2$, so that: $\forall (x_i, x_j, x_k, x_l) \in A, D^2_T(x_k, x_l) > D^2_T(x_i, x_j)$. The test set $T$ is used to learn our matrix $M$ by solving Eq. (10) where $\delta_\gamma = 1$ and $W \in S^d_+$ such that rank($W$) = $(d - e)$ as defined in Eq. (7).

A test set $T$ and a validation set $V$ are generated in the same way as $A$. To illustrate the relevance of the proposed method, we focus on having a small $e$ and large $d$: we set $e = 10$, $d = 50$, $|A| = 10^4$, $|V| = |T| = 10^6$ and $|X| = 8000$. In this setting, 80% of the features are noisy.

Evaluation Metrics: we compute the number of satisfied constraints on the test set $T$, the accuracy being measured as the percentage of satisfied constraints on $T$. We also compare the similarity between the learned PSD matrix $M \in S^d_+$ and the target matrix $T \in S^d_+$. The similarity between $M$ and $T$ is measured as the distance $\|M - T\|_F^2 = \sum_{i,j} (M_{i,j} - T_{i,j})^2$. $M$ and $T$ are rescaled so that their largest element is 1.

Results: to evaluate the impact of Fantope regularization, we compare the following metric learning schemes:

- No regularization: setting $\mu = 0$ in Eq. (11), and applying a subgradient descent over $M \in S^d_+.$
- Subgradient Descent over $L$: setting $\mu = 0$ in Eq. (11), Eq. (10) is solved using a subgradient descent over $L \in \mathbb{R}^{e \times d}$ where $M = L^\top L^2.$
- Trace(-norm) Regularization: setting $\mu > 0$ and $W = I_d.$
- Fantope Regularization: setting $\mu > 0.$
- Fantope and Trace Regularization: replacing the regular-

<table>
<thead>
<tr>
<th>Regularization</th>
<th>Acc.</th>
<th>rank(M)</th>
<th>$|M - T|_F^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Regularization</td>
<td>89.3%</td>
<td>31</td>
<td>1.07</td>
</tr>
<tr>
<td>SD over $L$</td>
<td>92.7%</td>
<td>10</td>
<td>0.44</td>
</tr>
<tr>
<td>Trace</td>
<td>95.1%</td>
<td>4</td>
<td>0.38</td>
</tr>
<tr>
<td>Fantope</td>
<td>97.5%</td>
<td>10</td>
<td>0.04</td>
</tr>
<tr>
<td>Fantope and Trace</td>
<td>98.0%</td>
<td>10</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Table 1. Toy experiment results. Fantope regularization allows to approximate the target matrix $T$ better than other methods.

For each method, the hyper-parameters $\gamma > 0$ and $\mu > 0$ are determined based on the validation set $V$.

Table 1 reports the accuracies and distances between $T$ and the learned matrices $M$. Methods without explicit regularization ($\mu = 0$ in Eq. (11)) obtain the worst results (89.3% and 92.7% accuracy). Trace regularization ignores most of the noisy features but learns a matrix whose rank is a lot smaller than the target rank $e = 10$. That leads to an accuracy of 95.1% and illustrates the fact that trace regularization cannot fine-control the rank of the solution matrix, although it promotes low-rank solutions. Finally, Fantope regularization outperforms the other methods by reaching 97.5% accuracy (and 98% when combined with trace regularization). In addition, the rank of the learned matrix corresponds exactly to the target rank.

We also ran the Fantope regularization with ADMM (Algorithm 2) and got 96.6% accuracy. It performs slightly worse than Algorithm 1 because there is no projection onto the cone of PSD matrices at each iteration. Nonetheless, it performs better than the methods that do not use Fantope regularization. We will use only the Algorithm 1 in the following experiments.

6. Experiments

We evaluate the proposed metric learning regularization method in two different Computer Vision applications. The first experiment is a face verification task, for which the similarity constraints come from relations between pairs of face images that are either similar or dissimilar. In the second experiment, we evaluate recognition performance on image classification with relative attributes [20]. In this context, we work with features defined in attribute space.

6.1. Face verification: LFW

In the face verification task, we are provided with pairs of face images. The goal is to learn a classifier that determines whether image pairs are similar (represent the same person) or dissimilar (represent two different persons).
6.1.1 Experiment setup

Dataset and evaluation metric: we use the publicly available Labeled Faces in the Wild (LFW) dataset [11]. It contains more than 13,000 images of faces collected from the Web and can be considered as the current state-of-the-art face recognition benchmark. We focus in this paper on the “restricted” paradigm where we are only provided with two sets of pairs of images: set $S$ of similar pairs (same person) and set $D$ of dissimilar images (different person). We follow the standard evaluation protocol that uses View 2 data for training and testing (10 predefined folds of 600 image pairs each), and View $I$ for validation.

To generate our constraints, we use $S$ and $D$ and we set the upper bound $u = 0.5$ and the lower bound $l = 1.5$ following the scheme explained in Section 4.1. The distance of a test pair is compared to the threshold $\frac{l+u}{2} = 1$ to determine whether the pair is similar or dissimilar.

Image representation: we use the same input features and setup as popular metric learning methods [6, 10, 18] that were already tested on this dataset. We strictly follow the setup described in [18]. We use the SIFT descriptors [15] computed by [10] available on their website. Each face image is represented by 27 SIFT descriptors. Those 27 descriptors are concatenated in a single histogram, and a element-wise square-root is performed on this histogram to return face image representations $x_i$.

Initialization of the distance matrix $M \in S^d_+$: let $e$ be the target rank of the learned matrix $M \in S^d_+$. To initialize the PSD matrix $M$, we first compute the matrix $L \in \mathbb{R}^{e \times d}$ that is composed of the coefficients for the $e$ most dominant principal components of the training data. $M$ is then constructed by computing $M = L^\top L$.

6.1.2 Results

We now provide a quantitative evaluation of our method in the described setup. The target rank $e$ of our regularization term is fixed to $e = 40$, as in [18].

Impact of regularization: we compare here the impact of Fantope regularization over trace regularization. Table 2 shows classification accuracies when solving Eq. (10) with both regularization methods. Fantope regularization outperforms trace regularization by a large margin (82.3% vs. 77.6%). This illustrates the importance of having an explicit control on the rank of the distance matrix. In the following, we combine trace and Fantope regularization by replacing the regularization term $R(M) = \mu tr(WM)$ by $R(M) = \gamma tr(M) + \mu tr(WM)$, with $\gamma \ll \mu$.

State-of-the-art results: we now compare Fantope Regularization to other popular metric learning algorithms. Table 3 shows performances of ITML [6], LDML [10] and PCCA [18] reported in [10] and [18] in the linear metric learning setup. These methods are the most popular metric learning methods when the task is to decide whether a pair is similar or dissimilar. Fantope regularization, which reaches 82.3 ± 0.5% accuracy, outperforms ITML and LDML and is comparable to PCCA on LFW in this setup. We explain in the following how our method can reach 83.5 ± 0.5%.

<table>
<thead>
<tr>
<th>Regularization Method</th>
<th>Accuracy (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trace-norm Regularization</td>
<td>77.6 ± 0.7</td>
</tr>
<tr>
<td>Fantope Regularization</td>
<td>82.3 ± 0.5</td>
</tr>
</tbody>
</table>

Table 2. Accuracies (mean and standard error) obtained on LFW in the “restricted” setup with our learning framework in different regularization settings.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITML [10]</td>
<td>76.2 ± 0.5</td>
</tr>
<tr>
<td>LDML [10]</td>
<td>77.5 ± 0.5</td>
</tr>
<tr>
<td>PCCA [18]</td>
<td>82.2 ± 0.4</td>
</tr>
<tr>
<td>Proposed Method</td>
<td>83.5 ± 0.5</td>
</tr>
</tbody>
</table>

Table 3. Results (mean and standard error) on LFW in the “restricted” setup of state-of-the-art linear metric learning algorithms and of our method with early stopping.

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>10</th>
<th>100</th>
<th>1000</th>
<th>10000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (in %)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>79.2</td>
<td>79.3</td>
<td>75.8</td>
<td>63.2</td>
</tr>
<tr>
<td></td>
<td>± 0.5</td>
<td>± 0.5</td>
<td>± 0.5</td>
<td>± 0.5</td>
</tr>
</tbody>
</table>

Table 4. Accuracy of Mignon’s code [18] on LFW as a function of the number of iterations of gradient descent. The performance of PCCA [18] greatly depends upon the early stopping criterion.

Impact of early stopping: it is worth mentioning that accuracy of 82.2% obtained with PCCA [18] is obtained by performing early stopping. Table 4 reports the accuracies we obtained on LFW by testing the code of PCCA [18] provided by its authors, as a function of the number of iterations of gradient descent. 82.2% is the accuracy obtained with 30 iterations. We can notice that the PCCA performance decreases for larger numbers of iterations (e.g. 75.8% and 63.2% with 1000 and 10000 iterations, respectively). As in [18], we integrated this early stopping criterion in our method and determined the maximum number of iterations of subgradient descent from the validation set View $I$. We reach an accuracy of 83.5 ± 0.5%. To the best of our knowledge, this is the best result obtained for linear metric learning methods in the same setup (same input features). As a conclusion, our regularization scheme makes our method much more robust than PCCA [18] to early stopping.

Impact of the hyper-parameter $\mu$: Fig. 2 illustrates the impact of the Fantope regularization on the rank of the solution matrix $M \in S^d_+$ and on the accuracy on LFW as we modify the value of $\mu$ (Eq. (11)) when we perform early...
stopping. We observe that $\mu$ has a real impact on the rank of the solution matrix: the rank of $M$ decreases as $\mu$ increases and reaches the expected rank $e = 40$ for high values of $\mu$. On the other hand, the accuracy of the method first increases and eventually decreases as $\mu$ increases. Nonetheless, the recognition performed with high values of $\mu$ (82.3%) is still better than without regularization (81.2% with $\mu = 0$).

![Figure 2](image.png)

Figure 2. (left) rank and (right) accuracy of the learned metric on LFW in the “restricted” setup as a function of the hyper-parameter $\mu$ with early stopping. The expected rank is $e = 40$. The proposed regularization controls rank($M$) while improving accuracy when compared to the absence of regularization ($\mu = 0$).

### 6.2. Metric learning in attribute space

In this subsection, we focus the image classification task where the goal is to assign an image to a predefined class. Particularly, we focus on the case where classes are described with attributes. Attributes are human-nameable (high-level) concepts used to describe images. For instance, in the context of scene recognition, they can describe the degree of presence of openness or perspective in images. In the image classification task with attributes, we are provided images described with attributes. Each image $p_i$ is described by a vector $x_i \in \mathbb{R}^d$ where $d$ is the number of attributes. The $j$-th element of $x_i$ represents the score (degree) of presence of the $j$-th attribute in $x_i$.

### 6.2.1 Experiment setup

To evaluate and compare our Fantope regularization approach, we follow a classification framework inspired from [20] for scene and face recognition on the OSR [19] and PubFig [12] datasets.

**Datasets:** we experiment with the two datasets used in [20]: Outdoor Scene Recognition (OSR) [19] containing 2688 images from 8 scene categories and a subset of Public Figure Face (PubFig) [12] containing 771 images from 8 face categories. We use the image features made publicly available by [20]: a 512-dimensional GIST [19] descriptor for OSR and a concatenation of the GIST descriptor and a 45-dimensional Lab color histogram for PubFig. We also use relative ordering of classes according to some semantic attributes (e.g. images in face class (a) have a stronger presence of attribute “smiling” than images in class (b)).

<table>
<thead>
<tr>
<th>Classification model</th>
<th>OSR</th>
<th>PubFig</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Distribution [20]</td>
<td>69.7 ± 1.5</td>
<td>70.6 ± 1.8</td>
</tr>
<tr>
<td>LMNN</td>
<td>71.7 ± 1.7</td>
<td>74.3 ± 1.9</td>
</tr>
<tr>
<td>LMNN + Trace</td>
<td>72.4 ± 2.0</td>
<td>75.0 ± 1.6</td>
</tr>
<tr>
<td>LMNN + Fantope (ours)</td>
<td><strong>73.7 ± 1.8</strong></td>
<td><strong>77.5 ± 1.6</strong></td>
</tr>
</tbody>
</table>

Table 5. Test accuracies (mean and standard deviation in %) obtained on OSR and PubFig. Fantope regularization improves recognition in the classification task.

**Baselines:** we use two baselines: (1) The relative attribute learning problem described in [20] that uses relative attribute annotations on classes to compute high-level representations of images $x_i \in \mathbb{R}^d$, a Gaussian distribution is learned for each class. (2) the Large Margin Nearest Neighbor (LMNN) [26] that is a popular metric learning method used for image classification. For each image, LMNN tries to satisfy the condition that members of a predefined set of target neighbors (of the same class) are closer than samples from other classes. High-level representations $x_i \in \mathbb{R}^d$ are used as input features of the LMNN classifier. We use the publicly available codes of [20] and [26].

**Integration of regularization:** we modify the code of [26] to integrate trace and Fantope regularization, the stopping criterion is the convergence of the algorithm (i.e. the objective function stops decreasing).

**Learning setup:** we use the same experimental setup as [20], $N = 30$ training images are used per class to learn the representations $x_i$ and classifiers, the rest is for testing. The performance is measured as the average classification accuracy across all classes over 30 random train/test splits.

### 6.2.2 Results

Table 5 reports accuracies of baselines and our proposed regularization method on both OSR and PubFig datasets. Fantope regularization applied to LMNN significantly improves recognition over baselines, particularly on PubFig. It outperforms the classic LMNN algorithm (without regularization) with a margin of 2 and 3% on OSR and PubFig, respectively. Trace-norm regularization also outperforms the absence of regularization. These results validate the importance of a proper regularization for predictive accuracy. Fantope regularization finds a low $e$-dimensional subspace where distances cannot be computed with $e < d$ (e.g. $e = 8$ with $d = 11$ on PubFig) and allows to exploit correlations between features better than methods that learn a high-rank distance matrix. In this case, each feature corresponds to the score of presence of an attribute in images. Notably, by considering the learned matrix $M \in \mathbb{R}^{d \times d}$ as a covariance matrix, the most correlated attributes w.r.t. the Pearson product-moment correlation coefficient are “smiling”, “chubby” and “male-looking” on the PubFig dataset.
This result is expected as the women of the PubFig dataset (Scarlett Johansson and Miley Cyrus) are annotated in [20] as more chubby and smiling more than most men of the dataset. On the OSR dataset, the attributes “close depth”, “open” and “perspective”, which are all related to the notion of depth, are also strongly correlated.

Fig. 1 and 3 illustrate on some examples how our scheme is effective to learn semantics. Particularly on PubFig, the learned metric gives priority to semantical similarity rather than visual similarity: the images retrieved by the classic LMNN are more visually similar than the images returned by our Fantope regularization. However, they are more often in different categories than the category of the query.

7. Conclusion

We proposed a new regularization scheme for metric learning that explicitly controls the rank of the learned distance matrix. Our method generalizes the trace regularization, and can be applied to various optimization frameworks to impose a meaningful structure on the learned PSD matrix. We also derived an efficient metric learning algorithm that combines the regularization term with a loss function that can incorporate constraints between pairs or triplets of images. We also demonstrate that regularization greatly improves recognition on both controlled and real datasets, showing the relevance of this new regularization to limit overfitting. Future work includes the learning of a better-designed ADMM formulation scheme that takes into account the fact that the objective function is not convex.
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