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ABSTRACT

Sdlecting the right number of axes in correspondence analysis is usualy done by using empirical
criteriasuch as:

- detection of an inflexion in the diagram of eigenvaues

- getting an arbitrary amount of the cumulated percentage of inertia

We examine the application of a chi-square goodness of fit test between the data table and its
recongtitution with k eigenvalues. This test which has been proposed by E.Mdinvaud, then by
E.Andersen and G.Sgporta has a good behaviour for frequency tables but fails to apply to
multiple correspondence anadlysis. This failure, however enlightens some properties of this test
and of correspondence anaysis.
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| THE RECONSTITUTION FORMULA FOR A CONTINGENCY TABLE

Let N be a contingency table with p rows and n columns of frequencies ry;, coreespondence
anaysis provides r = min (p-1, g-1) non trivid eigenvalues. We will denote by gy et by the
coordinates of the rows and of the columns aong the k th axis normalised by the relationship:
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We then get the reconstitution formula, which is aweighted singular value decomposition of N:
' [¢]
n; :dni.n.j /nlﬁl*' a aby, /mG
i

We may notice that k = 0 gives the independence table; we get the best approximation of rank Kk,
ﬁijv when using only the first k terms of the sum.

Il GOODNESSOF FIT TESTS
I1.1 The usual chi-square test

It consists in comparing the observed ry; from a sample of size n to the expected frequencies
under the hypothesis Hg of only k axes for the whole population( B table) .Weighted least
squares estimates ot these expectations are precisely the fij; i of the reconstl tution formula with its
first k terms.

We then compute the classical chi-sguare statistic:
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If k=0, i.e the independence casg, this quantity Qg is compared to a chi-square with
(p-1)(0-1) degrees of freedom .

If k=1, Qq is compared to a chi-square with (p-2)(g-2) degres of freedom. In the general case it
is easy to proove that under hypothesis H,, Qy is asymptoticaly distributed like a chi-square
with (p-k-1)(g-k-1) degrees of freedom.



So we perform a sequence of chi-square tests beginning with k = O until hypothesis H, be
accepted with a specified significance level. In other words we accept H, if the difference
between the data table and its recongtitution is not significantly different from a random noise.
I1.2 A modified version

For the previous test, we need to compute the estimates Fij for each value of k which is not a
standard output of CA software

If following E.Malinvaud, we use for the denominators of Qk ,ni_n_j/n ingead of fiij, les no
specia computations ares required since the modified test statistic

n

is equd to n times the sum of the discarded eigenvaues:

Q==n(1-p1- Hp- - Ky = NP1 + Hga Tt By )

For tables with reasonably high frequencies there is only a dight difference between Q and Q'
and the same sequence of chi-square tests than in 11.1 may be applied.

Extensive Monte-Carlo experiments by L.Zater have shown that this test recovers the right
dimension of atable more often than the other empirica techniques

11.3 example

The analyzed data table, which was not actually a rea contingency table, gives the number of

times where each of a thousand respondents associates an item (. among 19) to 13 brands of diet
butters. Due to multiple answers n=21900.



269 70 69 223 14 21 153 118 165 168 23 36 89
178 74 46 138 12 13 128 90 158 131 20 23 82
124 22 25 84 6 7 70 46 86 61 6 7 22
184 95 74 184 12 26 158 96 162 229 20 31 138
214 80 59 192 18 25 168 114 177 172 21 31 102
201 65 32 153 15 17 115 90 138 130 13 22 76
110 58 30 105 8 13 98 55 114 105 12 15 655
243 115 68 217 20 21 231 138 227 247 33 43 113
303 137 95 286 24 39 271 165 251 327 36 51 146
253 117 77 244 20 31 210 132 217 282 26 43 124
121 60 35 117 8 18 98 65 101 134 15 21 095
73 2012 6111 5 88 31 44 54 6 2 23
86 46 29 88 9 12 146 38 82 112 11 15 49
158 74 39 127 10 13 121 85 149 175 18 19 84
240 113 98 216 21 33 196 134 197 276 26 45 124
76 38 20 92 7 13 60 46 70 75 9 13 54
215 93 55 193 17 26 173 110 173 194 27 34 92
167 76 49 162 16 22 130 93 142 155 17 29 82
85 51 27 82 7 10 77 43 87 83 12 13 49

Here are the eigenvalues and the percentages of inertia

Wy = 0.0064  39.37%
W, = 0.0045  27.93%
Mg = 0.0017 10. 24%
Mg = 0.0014 8.32%
Mg = 0.0008 4.65%
Mg = 0.0006 3. 45%
u7 = 0.0004 2.21%
ug = 0.0003 1.82%
Hg = 0.0001 0. 80%
W1 = 0.0001 0. 73%
H11 = 0. 0001 0.44%
ui> = 0.0000 0. 03%

n times the inertia is equal to 356.28 which is atoo high value for a chi-square with 12x18 = 216
degrees of freedom; so the hypothesis H is rejected, and at least one axis is necessary.

The following results lead clearly to keep 2 axes, which perfectly fits to the habits of marketing
people!



k & Degr ees of si gni ficance

freedom | evel
1 215. 357 187 0. 07604
2 116. 935 160 0. 99569
3 82. 249 135 0. 99990
4 51. 564 112 1. 00000
5 35. 017 91 1. 00000
6 22. 867 72 1. 00000
7 14. 476 55 1. 00000
8 7.567 40 1. 00000
9 4,586 27 1. 00000
10 1.691 16 1. 00000
11 0.121 7 1. 00000

Q gives smilar results:

k Q. Degr ees of si gni ficance

freedom | evel
1 214. 84 187 0.08
2 115. 33 160 0. 9969
3 78. 85 135 0. 9999
4 49, 21 112 1. 0000

The computer program written with the SAS language by two students ( B.Dang Tran et F.Tico)
gives aso the sequence of the approximations of N. Here is the approximation with two axes:

total
| 264.0] 79.0] 58.6] 209.6| 16.6| 21.5 147.6| 122.6| 189.1| 167.5| 21.4] 30.9] 89.7|1418.0|
| 179.9] 66.5] 46.2| 153.3] 12.7| 17.6| 125.9] 88.3| 140.3| 145.0] 17.1] =24.3| 75.7|1093.0|
| 121.5| 25.6] 20.2| 87.6] 8.3 6.8 70.5 50.4] 78.3] 54.4 8.1 9.9] 24.4| 566.0|
| 175.1] 103.0] 66.7| 180.8| 13.3| 27.2| 154.6| 104.2| 169.4] 228.2| 23.6| 36.5| 126.3|1409.0|
| 194.0] 60.3] 44.0] 155.8| 12.7| 16.2| 116.2] 90.7| 141.1] 129.0] 16.2| 23.0| 67.8|1067.0|
| 115.4] 50.0] 33.1] 104.5] 9.3] 12.9] 99.2| 59.2| 96.8/ 111.5 12.5 17.3| 56.4| 778.0]
| 251.4] 109.9] 71.7| 228.3| 21.4| 27.9| 232.3| 128.0| 212.3| 247.1] 27.7| 37.0] 121.2|1716.0|
| 303.7] 140.5] 91.9] 282.2| 24.9] 36.1] 273.0] 159.5| 262.5| 314.2| 34.6| 48.1] 159.7|2131.0]
| 253.1) 118.3] 78.0] 236.1] 19.9| 30.8| 216.0] 134.5| 219.3| 262.8] 28.9| 41.3| 137.1|1776.0|
| 114.8] 64.0] 42.0| 115.6] 8.3] 17.0] 93.6| 67.1] 107.8] 141.0] 14.8 23.0] 78.9| 888.0]
| 71.1] 22.1] 13.3| 57.2] 8.1 4.7 88.8 29.3 53.5 53.7| 6.7 5.5 16.1] 430.0|
| 83.4] 48.4] 27.3] 85.7] 11.5 10.9] 141.8] 43.5 82.8] 116.6| 12.2| 12.7| 46.2| 723.0]
| 153.0] 71.7| 47.5| 142.9] 11.7| 18.8| 126.6| 81.8| 132.6| 158.8 17.4] 25.3| 83.9|1072.0|
| 235.2| 118.4] 77.8| 226.3| 18.0] 31.0] 199.0] 129.8| 210.7| 262.2| 28.2| 41.8| 140.7|1719.0]
| 83.8) 38.7] 26.3] 77.7| 5.6 10.4] 58.6| 45.4] 71.7| 84.2] 9.3 14.3] 47.1] 573.0|
| 216.5] 88.1] 59.3] 191.2| 16.7| 22.9] 174.6| 108.8| 176.4] 195.2| 22.3| 30.9] 99.2|1402. 0|
| 174.6] 73.2] 49.7| 155.9] 12.7| 19.3| 131.0] 89.7| 143.6| 160.6| 18.2] 26.4] 85.1|1140.0|
| 88.0] 41.9] 27.5| 82.7] 7.1 10.9] 77.5 47.0] 77.0] 93.4] 10.2| 14.5] 48.4| 626.0|
|------ Fommmmm [ R ep—— Hommmmm Fomme - Fomemmm [ e Fommmmm [ R ep—— Hommmmm Fomme - R
| |3300.0] 1404. 0] 939.0| 2964. 0| 255.0| 365. 0| 2691. 0] 1689. 0| 2740. 0] 3110. 0] 351. 0| 493. 0] 1599. 0| 21900. |



Notice that al the approximations have the same margins than the data matrix.

I11. SOME TRIALSFOR MULTIPLE CORRESPONDENCE ANALYSIS

Multiple correspondence analysis of p categorical variables with m, my,.. b categories is
nothing else than usua correspondence analysis applied to the (n, S m; ) matrix of indicator
variables ( the so-called digunctive table) X or to the Burt'stable B = X'X.

Burt's table being a concatenation of al cross-tabulations, and the sum of its eilgenvalues being
related to al the chi-square measures of departure from independence, the first idea was to
apply the chi-square test presented here to B rather than to X since the approximation of a
matrix filled with 0 and 1 leads to specid problems.

We used for our experiments a red-life data set of 11 variables with respectively
24,34,4,4,24,5,6,3 categories (41 in the whole) observed upon 308 units.
The number of non-trivial eigenvaues isthus equa to 30.

At eye ajump may be detected after the first two axes.

k  eigenvaue inertia cumulative diagram of eigenvalues
% inertia

1  0.036053 12.43 12.43

2 0.029648 10.22 22.66

3 0.020160 6.95 29.61

4 0.018235 6.28 35.90

5 0.016864 5.81 41.72

6 0.014471 4.99 46.71

7  0.014132 4.87 51.58

8  0.012439 4.29 55.87

9 0.012310 4.24 60.12
10 0.011316 3.90 64.02
11 0.010244 3.53 67.56
12 0.009832 3.39 70.95
13 0.009451 3.25 74.21
14 0.007957 2.74 76.95
15  0.007768 2.67 79.63
16 0.007222 2.49 82.12
17 0.006763 2.33 84.46
18  0.006058 2.08 86.55
19  0.005566 191 88.47
20  0.004858 1.67 90.14
21 0.004523 1.56 91.70
22 0.004267 1.47 93.17 _
23 0.003774 1.30 94.48 -
24 0.003286 1.13 95.61 .
25 0.002802 0.96 96.58 -
26  0.002592 0.89 97.47 .
27  0.002150 0.74 98.21 o
28  0.001877 0.64 98.86 o

29  0.001773 0.61 99.47



30 0.001523 0.52 100.00



I11.1 Approximations of the complete Burt's table

Hereisthelist of values of the test statististics Qg and Q'k:

=~

Q, Q.

0 1080452 10804.52
1 789863 946091
2 532673 8356.00
3 480880 7604.69
4 505726 6925.12
5 403173 6296.64
6 407394 575734
7 286833 5230.66
8 437022 4767.10
9 1146066 4308.33
10 244409 3886.62
11 536780 3504.85
12 48504 313842
13 54768 2786.18
14 204696 2489.62
15 969.23 220012
16 124142 1930.99
17 94212 167893
18 57763 145314
19 203766 124569
20 -235146 1064.66
21 -156751  896.10
2 54817  737.07
23 62376 59642
24 72079 47397
25 43580  369.56
26 238290 27295
27 9380 19283
28 9884 12286
29 37.54 56.78
30 0.00 0.00

The remarkable and disappointing feature is that the behaviour of Qy is not monotonic and even
takes negative vaues. This is due to the diagonal blocks of B. Since they are diagona and
contain the margina frequencies of the variables, the approximations of the zeros are in some
respects difficult and give some time negative values. The consequence is that the denominators
of Qi may be very small or negative giving inappropriate values for a chi-square.



The values of Q' are more satisfactory but they decrease very slowly. The comparison with a
chi-sguare is not relevant however ,because the Burt's table being symmetric, the subarrays are
counted twice . Problems with small values may aso occurr in contingency tables and since the
modified chi-square Q' is less sensitive to this phenomenon, it is certainly preferable to Qi

I11.2 Approximations of a half Burt'stable

The second attempt to evaluate the approximation of B by k axes was to consider only the p(p-
1) upper blocks of B. Here are the values of both statistics Qg and Q'k-

k Q. Q.
0 78226 782262
1 69841 672562
2 1439 581456
3 33441 590.556
4 70902 59.225
5 5291 615386
6 74067 618754
7 28411 636.605
8 118212 648825
9 484517 648632
10 45243 655125
11 200992 655822
12 -35607 632389
13 -24542 599.383
14 55624 578.680
15 80.98 533.695
16 26784 505081
17 16243 461973
18 792 415608
19 77475 377.015
20 -139042 326520
21 -97149 284.893
22 11254 237191
23 18320 196.155
24 25052 161617
25 13212 131376
26 112484  99.648
27 422 70648
28 2193 47585
29 531 22292
30 0.00 0.000



It is still impossible to interpret the values of Q, since they are not decreasing nor positive. Q'
suffers also from a dight non monotonicity. and has in the average a very low rate of decrease.
The explanation of the non monotonicity here is that there are cells with small frequencies : the
approximation for al cells is not monotonic and this time there no compensation due to the
diagonal blocks.

The degree of freedom for Q'gis easy to calculate : it isequal to :

& (m, - 1)(m, -1)=239%

i>j

Despite the fact that it is not clear which degree of freedom we have to use when k is greater
than zero, we may use the 5 % percentile of a chi-square with 396 df as an indicator of the
goodness of fit of the approximation of B. Since this percentileis equal to 442 , we may see that
at least 19 axes are necessary which shows how difficult it is to approximate B and that thiskind
of approach might be irrelevant.

111.3 Approximation of the disjunctive table X

Since a direct approximation of X =eX1|X2|. ..|XpJ by k axes is meaningless we transformed

0k{ 0k{

the approximated table X'*! into the closest disjunctive table X'*! as follows:

for each variable s=1,...,p and for é m,+1E£j £ é m, , we put

t=1 t=1

1, if xijg: . max xﬂkg
Abkg - ’ S -
Xijo = amt+l£1£am

0; otherwise

where1 £ i £ n.

To compare the two tables x and KUK

we counted the differences:
1o b
k allk
D ‘E"a“i' %
(|

For k=0 the upper relaionship is:



where n _ is the maximal margina frequencies of the s variable since the 0-order approximation

of each cell isequal to the marginal frequency of the corresponding category.
We can, also, compute the differences for each variable s=1,...,p if we count only for

s-1 S
[o] [o]
am +t1£j£gm,.

t=1 t=1

k .

Hereisthelist of the differences b +D; +...+D; =D

k DS D} D, D
0 82+195+ 9+161+131+177+ 50+ 122+221+216+ 94= 1548
1 77+180+ 98+105+125+100+ 50+ 122+ 219+ 189+ 89= 134
2 76+168+ 89+ 97+120+ 89+ 47+122+172+161+ 92= 1233
3 48+128+ 85+ 95+121+ 89+ 3B+ 120+ 146+ 158+ 86= 1114
4 36+115+ 90+ 66+ 89+ 91+ 3H5+121+142+132+ 79= 996
5 36+ O+ 75+ 62+ 91+ 91+ 40+107+122+106+ 75= 895
6 36+ 78+ 67+ 57+ 77+ 91+ 40+106+109+100+ 75= 836
7 3B+ 74+ 51+ 43+ 77+ 0+ 2+104+ 98+ 93+ 74= 771
8 36+ 70+ 48+ 37+ 67+ 89+ 32+ 67+100+ 83+ 70= 699
9 36+ 64+ 45+ 34+ 66+ 80+ 32+ 40+ 93+ 75+ 71= 636
10 31+ 51+ 33+ 31+ 64+ 69+ 31+ 38+ 66+ 70+ = 539
11 3B+ 3B+ 27+ 29+ 60+ 59+ 27+ 27+ 63+ 55+ = 449
12 23+ 26+ 30+ 32+ 51+ 33+ 29+ 15+ 61+ 41+ 26= 367
13 2+ 26+ 16+ 27+ 39+ 20+ 29+ 16+ 49+ 29+ 10= 283
14 19+ 22+ 14+ 21+ 38+ 19+ 11+ 16+ 37+ 28+ 10= 235
15 19+ 24+ 10+ 15+ 19+ 18+ 10+ 5+ 27+ 21+ 11= 179
16 12+ 26+ 12+ 14+ 12+ 16+ 1+ 6+ 17+ 10+ = 135
17 10+ 14+ 6+ 14+ 4+ 15+ 1+ 7+ 7+ 8+ = 91
18 10+ 17+ 6+ 13+ 3+ 15+ 1+ 3+ 4+ 6+ = 8
19 7+ 15+ 4+ 15+ 3+ 8+ 1+ 1+ 1+ 4+ 2= 61
20 7+ 9+ 3+ 12+ 3+ 8+ 0+ 0+ 1+ 3+ = 48
21 5+ 6+ 2+ 10+ 1+ 6+ 0+ 0+ O+ 1+ = 3R
22 5+ 6+ 1+ 6+ 0+ 5+ 0+ 0+ O+ O+ = 23
23 2+ 1+ 0+ 5+ 0+ 6+ 0+ 0+ O+ O+ = 14
24 3+ 1+ 1+ 6+ 0+ 3+ 0+ 0O+ O+ O+ = 14
25 0+ 0+ 0+ 5+ 0+ 4+ 0+ 0+ O+ O+ = 9
26 o0+ 0+ 0+ 5+ 0+ 0+ 0+ 0+ 0+ O+ = 5
27 0+ 0+ 0+ 4+ 0+ O+ 0+ 0+ O+ O+ = 4
28 o0+ 0+ 0+ 0+ 0+ O+ 0+ 0+ O+ O+ = 0
29 o0+ 0+ 0+ 0+ 0+ O+ 0+ 0+ O+ O+ = 0
30 o0+ 0+ 0+ 0+ 0+ O+ 0+ 0+ O+ O+ = 0



The values of D decrease very sowly and the empirica criteria about the detection of an
inflexion in the diagram of D “ does not give conclusive results. If we apply the same criteria for
each diagram D and consider the maximal number of the axes, we need at least 10 axes.

CONCLUSION

The modified chi-square statistic Q' has a good behaviour for contingency tables . However
one has to be careful when some frequencies are low. On the other hand, the application to
multiple correspondence anaysis is disappointing.

A possible interpretation is that MCA is not an adequate method to approximate either Burt's
table (see Greenacre 1991) or a digunctive table, but should be considered from an other point of
view.
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