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ABSTRACT

Scalability is the key issue in making content-based copy de-
tection (CBCD) methods practical for very large image and
video databases. Since copies are transformed versions of
original documents, CBCD involves some form of retrieval
by similarity using as queries the descriptions of potential
copies. To enhance the scalability of an existing competi-
tive CBCD method, we introduce here three improvements
of this retrieval process: a Z-grid for building the index,
uniformity-based sorting and adapted partitioning of the
components. Retrieval speed is significantly increased, en-
abling us to monitor with a single computer one TV channel
against a database of 120,000 hours of video.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Search pro-
cess

General Terms

Algorithms, Experimentation, Performance.

Keywords

Content-based video copy detection, scalability, multidimen-
sional index structures.

1. INTRODUCTION
The fast growth in the production of both professional

and personal audiovisual content, together with the contin-
uous multiplication of content diffusion channels, challenge
the ability of legal owners to protect their rights. First,
because the risk of intentional or accidental unauthorized
(re)use of content significantly increases. Second, because
the detection of the unauthorized (re)use of content faces a
very serious scalability problem.

Copy detection is a key issue in protecting owners’ rights
and consists in finding whether a candidate document is is-
sued from an original document stored in a content base.
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Existing solutions rely either on the use of watermarks (see
[12]) or on signatures extracted from the content itself. Each
of these alternatives has specific advantages and drawbacks.
Watermarks can include various useful meta-data and can
keep the computational costs of copy detection relatively
low, but are not very robust to image transformations fre-
quently performed during copy creation (blur, crop, add lo-
gos or frames, resize, etc.). Also, watermark-based copy de-
tection cannot be used if copies of the original content were
disseminated before the application of any mark, which is
unfortunately the case for a large part of the existing con-
tent. Recent content-based copy detection (CBCD) meth-
ods for still images and video (e.g. [1], [8], [10], [9]) do not
depend on the presence of marks and are more robust to
image transformations. However, CBCD methods have a
higher computational cost, so scalability is more difficult to
achieve and will be our main focus in this paper.

Figure 1: Copy (left) and original image (right)

We focus here on the scalability of video CBCD and put
forward several evolutions of the method described in [8,
9]. They allow us to perform searches significantly faster,
so monitoring video streams against very large databases
of original video content (120,000 hours of video) becomes
feasible. In the next section, after a short state of the art
regarding content-based image and video copy detection, we
present the CBCD framework we employ. Our contributions
regarding the index structure and associated search method
are described in Section 3, then an experimental comparison
with the method in [9] and evaluation on databases of up to
120,000 hours of video is shown in Section 4.

2. CONTENT-BASED COPY DETECTION

2.1 Similarity and copy detection
By copy we understand a document that is issued from the

original and is perceived as being very similar to it. When



the copy is indistinguishable from the original (near-exact
copy), simple solutions can be employed for detection. But
in most cases of interest several transformations (filtering,
addition of noise, cropping, addition of logos or frames, re-
sizing, etc.) are applied to the original in order to obtain
the copy. As in [7], we consider that a copy is the result
of the application of a tolerated transformation to an orig-
inal document. A transformation can be primitive or com-
posed. A primitive transformation—usually not an invert-
ible function—is defined by a primitive type (e.g. change in
gamma, resizing, addition of noise) and associated parame-
ters. A transformation is tolerable if the document obtained
after its application is similar enough to the original to be
considered a copy; this is, to a large extent, a subjective
matter. However, the study of copies in a large audiovisual
database has shown ([9]) that the probability of a transfor-
mation decreases when the “amplitude” of the transforma-
tion increases. The use of similarity for copy detection can
allow to link documents that are copies of a common (but
unavailable) ancestor, though none of these documents is a
copy of another according to the definition above.

This definition of a copy implies that for CBCD we need
to evaluate the similarity between the candidate document
(potential copy) and the original; if the similarity is high,
then the candidate is likely to be a copy of the original
(source). For automatic evaluation we need a content de-
scription scheme and an associated metric that are as in-
sensitive as possible to the tolerated transformations, while
being as sensitive as possible to the differences between doc-
uments that are not linked by such transformations. Also,
since we have an entire database of original documents to
protect, the candidate document should be used as a query
and every original document within the similarity range of
this query should be returned as a possible source.

The similarity-based retrieval part of content-based im-
age or video copy detection follows the query by example
(QBE) paradigm of Content-Based Image (or video) Re-
trieval (CBIR, see [4], [2]). However, the specific goal of
copy detection has an impact both on the choice of image
descriptors and on the types of similarity queries employed.

2.2 Image and video CBCD
Existing proposals for image or video CBCD differ by the

content description scheme and associated metric, and by
the way similarity-based queries are processed.

Regarding content description, early proposals ([3], see
also [5]) rely either on global image features or on image-
block features. These features are appropriate for near-exact
copy detection, but are not robust to the tolerated transfor-
mations we mentioned above, which are typically encoun-
tered in more general copy detection applications.

To achieve good robustness, later proposals, beginning
with [14], [8], [1], describe every image by a set of local
features and evaluate the similarity between two images as
a score of the best match between the sets of features asso-
ciated to the images. Part of the robustness comes from the
fact that the local features employed are invariant to some
of the transformations. Also, matching involves some form
of voting, thus allowing for partial matches that provide ro-
bustness to other transformations. But the use of sets of
local features requires a two-stage process: first, the indi-
vidual features of the candidate image are used as queries
for retrieving similar local features from the database of lo-

cal features extracted from the original documents; then,
matching is performed and the decision is taken. It was re-
cently shown in [11] that the quality of the decisions can
be significantly improved if a spatio-temporal registration
method is employed.

When the amount of documents to protect is small or
when few compact features are sufficient for reliable deci-
sions (as is usually the case for near-exact copy detection),
the size of the database of original documents is small and
similarity-based retrieval can be performed fast enough by
sequential search. However, in most cases of interest the
size of the database is large and some index structure is
needed for speeding up retrieval. Many multidimensional
index structures and associated search methods were put
forward for performing similarity-based retrieval and the re-
cent monograph [13] presents a comprehensive review. Most
of these solutions were developed for the retrieval of either
all the items within a given range of ǫ around the query
item (ǫ-range queries) or of the k nearest neighbors of the
query item (kNN queries). While these types of queries are
adequate for searches in spatial databases or for content-
based image retrieval (CBIR), they may not be the most
appropriate for content-based video copy detection.

Let us regard kNN queries first. In low-density regions
they will retrieve neighbors that are too far from the query
for this query to be considered a potential copy of any such
neighbor. Alternatively, in high-density regions, kNN queries
may not retrieve all the neighbors for which the query can
be a copy. To see why ǫ-range queries might not be appro-
priate either, remember that, according to the study in [9] of
copies present in a large audiovisual database, the probabil-
ity of a transformation decreases when the “amplitude” of
the transformation increases. By using a well-defined range,
an ǫ-query will give equal importance to near and farther
neighbors within the range, with a negative impact on per-
formance, as shown in [9] (we return to this issue later).
Following [8], we consider instead probabilistic queries based
on a simple model of the effects of tolerated transformations,
and we improve the indexing and retrieval scheme in [9].

2.3 Our framework for CBCD
We first provide a short overview of the CBCD framework

we rely on, introduced in [9]; the reader should refer to [9,
7] for further details.

Content-based copy detection workflow. As shown
in Fig. 2, a CBCD workflow has two main components,
one offline and one online. The offline component builds
the database of video signatures (called reference signature
database in the following) extracted from the database of
original documents (reference content database) and an in-
dex structure on this database. The local signatures we
employ are described below. We consider that the original
content database increases at a slow rate over time, so we
do not need an incremental index construction method.

The online component checks whether a candidate video
(from a stream or a database) is a copy of an original video
stored in the reference content database. To do this, lo-
cal signatures are first extracted from the candidate video.
Then, each of these signatures is used as a query to retrieve
similar signatures from the reference signature database.
These similarity-based retrieval operations are critical for
the scalability of the copy detection method; retrieval must
have a very low costs even for large reference databases and



Figure 2: Workflow of a content-based video copy
detection system

complexity should be sublinear in the size of the database.
The solution proposed in [9] is shortly described below and
our improvements are presented in Section 3.

Matching is the last stage of the copy detection process.
To decide whether the candidate video is a copy or not, we
use the procedure described in [9]: the original videos corre-
sponding to the retrieved signatures are identified, then the
match between every such original video and the candidate
video is evaluated via a vote over all their signatures.

This workflow is generic: it can accommodate any inter-
est point detector, any local signature, any similarity-based
retrieval method and any vote-based decision method.

Robust representation of video content. It was shown
([14], [8], [1]) that the use of local image features together
with a vote-based decision scheme results in increased ro-
bustness to the tolerated transformations typically encoun-
tered in general copy detection applications. Together with
scalability constraints, this motivates our choice of the local
features introduced in [8].

To represent a video, keyframes are first extracted from
the video stream; for a 25 fps (frames per second) video, we
detect on average 1 keyframe per second (slightly depend-
ing on the type of program). For every keyframe, points
of interest are obtained using an improved Harris detector
[15]. Then, the neighborhood of every point of interest is de-
scribed by the normalized 5-dimensional vector of first and
second-order partial derivatives of the gray-level brightness.
To obtain the 20-dimensional spatio-temporal signature as-
sociated to a point of interest in the frame at time t, the
same type of description is computed for 3 other neighbor-
ing points in frames t + δ, t − δ and t − 2δ respectively, as
shown in Fig. 3. Each component is coded on a byte, so an
individual signature takes 20 bytes.

The use of the improved Harris detector and of the differ-
ential description makes the local features rather invariant
to changes in contrast and gamma. The vote-based deci-
sion scheme provides significant robustness to other com-
mon transformations such as cropping, addition of logos or
frames, combination with other frames.

Fast similarity-based retrieval. The local signatures
representing the keyframes of the candidate video are used
as queries to retrieve similar signatures from the reference
signature database. These similar signatures are issued from
videos that are potential original documents from which the

Figure 3: Spatio-temporal components of the 20-
dimensional signature of one point of interest

candidate video was obtained.
Finding that the probability of a tolerated transforma-

tion decreases when the “amplitude” of the transformation
increases, [8] proposed to model the effect of tolerated trans-
formations on a signature by an isotropic multidimensional
Gaussian probability density function, and to perform prob-
abilistic retrieval based on this model. For any given query,
the signatures issued from potentially original documents
with respect to this query are distributed according to the
same model. The 20-dimensional description space is parti-
tioned into cells, which are accessed through an index.

Probabilistic retrieval consists in selecting a minimum num-
ber of cells such that their cumulated probability (following
the model) is above a fixed threshold Pα considered accept-
able for reliable copy detection. For a query q and a 1D
standard deviation σ for the isotropic Gaussian model, the
probability of a cell (a,b) = [a1, b1] × · · · × [a20, b20] is then

P (a,b) =

20∏
i=1

∫ bi

ai

N (qi, σ)(x)dx (1)

Fig. 4 shows a simple partitioning of a 2D square into
cells and a query with an isotropic Gaussian model. The
color of a cell represents the probability to find a potential
original signature in that cell: the darker it is, the higher is
the probability.

Figure 4: A probabilistic query following a 2D Gaus-
sian pdf on a 2D grid. Darkness is proportional to
the cumulated probability over the cell

The index employed in [9] is based on a Hilbert space-
filling curve. We retain here the principle of probabilistic



retrieval and the isotropic Gaussian model, but we change
the index structure and, accordingly, the search procedure.
The details provided in the next section highlight the differ-
ences between [9] and the solution we put forward.

Our current application—monitoring the video streams of
TV channels—does not require immediate answers to indi-
vidual queries. Copy detection must indeed run at least in
real time for a stream, but deferred real time is perfectly ac-
ceptable. This allows us to perform a sort of batch process-
ing: we accumulate a large amount of queries (signatures
from candidate videos), depending on the available RAM,
on the size of the database and on disk latency, and process
all these probabilistic queries on parts of the database that
we progressively load in memory. It is nevertheless easy to
adapt our architecture in order to process as fast as possible
individual (or small sets of) queries for applications needing
similarity-based retrieval or navigation.

New challenges for scalability. The largest reference
content database on which the method in [9] was tested
and achieved (deferred) real-time performance had 30,000
hours of video, represented by 1.6 × 109 signatures. To our
knowledge, this was the largest database on which a CBCD
method was evaluated. However, the video stream moni-
toring applications at the Institut National de l’Audiovisuel
(whose main mission is to collect and store French radio and
television broadcasts) will soon have to deal with databases
of 250,000 hours of video, with a target of 1,000,000 hours.
Also, the number of streams that should be monitored at
the same time continuously increases. All this sets a new
level of demand for the scalability of content-based video
copy detection methods.

3. GRID-BASED INDEX AND COMPONENT-

WISE PROBABILISTIC SEARCH
To further reduce the cost of retrieval with respect to the

method in [9], we explored three ideas:

1. To speed up the computation of the keys (cell ad-
dresses) we wanted to make it simpler and link it more
strongly with a component-wise search process; a Z-
grid appeared as the most natural choice (Sections 3.1
and 3.2). This has a positive impact both on the cost
of retrieval and on the cost of index construction.

2. The component-wise exploration of the description space
encouraged us to begin with the most “convenient”
components, i.e. those allowing the fastest elimina-
tion of unpromising space regions. In Section 3.3 we
suggest to follow the order of decreasing uniformity
of the projections of the signatures on the individual
dimensions.

3. A good balance between the populations of the cells
has a positive impact on the cost of retrieval, but
should be compatible with the component-wise explo-
ration and be achieved with as little additional com-
plexity as possible. We attempt to find a compromise
by partitioning along each dimension adaptively, but
independently of other dimensions (Section 3.4).

As shown in Section 4, these improvements bring a signifi-
cant speed up of similarity-based probabilistic retrieval.

3.1 Z-grid-based indexing
To find the potential original documents from which a

candidate video could have been obtained, we perform prob-
abilistic retrieval using signatures from the candidate video
as queries. Space is partitioned into cells and probabilistic
retrieval consists then in selecting a minimum number of
cells such that their cumulated probability (according to an
isotropic Gaussian model) is above the threshold considered
acceptable for copy detection.

In [9] the description space ([0, 255]20) is hierarchically
partitioned into hyper-rectangular cells following a Hilbert
space-filling curve, as shown in Fig. 5. At the top levels
of the hierarchy, the dimensions of the description space are
partitioned one after the other; an interval [0, 255] is divided
into 2 equal parts, [0, 127] and [128, 255] (first-order parti-
tioning). At the lower levels, the resulting spatial partitions
are further segmented by dividing intervals into equal parts
(second and higher-order partitioning). At depth h in the
hierarchy there are 2h cells. In the index obtained and in the
associated database, the resulting cells are ordered accord-
ing to the Hilbert curve. Probabilistic retrieval follows the
partitioning hierarchy: level after level, a spatial partition
is discarded if its probability (1) is too low.

Figure 5: 2D space partitioning following the
Hilbert curve at depth 3 (left) and 4 (right)

The Hilbert curve was originally chosen because it could
guarantee that two cells that are neighbors in the index are
also neighbors in the description space. However, this prop-
erty is not required for the correctness of probabilistic re-
trieval, nor does it appear to make the retrieval process more
efficient. Moreover, for high-dimensional spaces and higher-
order partitioning it becomes difficult to compute the key in
the index starting from the position in description space; the
Butz algorithm employed is complex for high-dimensional
description space and higher-order partitioning. Further dif-
ficulties arise from the fact that, as seen in Fig. 5, when the
partitioning depth exceeds the number of dimensions, all the
cells are not partitioned along the same dimensions.

To simplify the computation of the keys (cell addresses in
the index) and to link it more strongly with a component-
wise search process, we replace the Hilbert curve by the Z
space-filling curve and we hierarchically partition the de-
scription space into hyper-rectangular cells following the Z-
curve. Since cell order on the Z-curve is not used for control-
ling search but only for building the index and the associated
database, in the following we refer to this indexing scheme
as Z-grid index. Fig. 6 shows the corresponding space par-
titioning and highlights the fact that, whatever the depth,
all the cells are partitioned along the same dimensions. The
direct association between individual dimensions and levels
in the hierarchy also allows us to put forward improvements
based on 1-dimensional analyses (see 3.3 and 3.4).



The key of the cell containing a given signature is com-
puted by following the partitioning hierarchy from top to
bottom and finding, at every level, the appropriate value
for a new bit in the key (going from the MSB to the LSB).
Then, for a partitioning depth, the key of a cell is the bi-
nary value of the cell position along the Z-curve. Extension
to higher-order partitioning is straightforward and has no
negative impact on complexity. Fig. 7 shows the keys for a
partitioning depth of 3 in 2D (as in Fig. 6).

Figure 6: 2D Z-grid space partitioning at depth 3
(left) and 4 (right)

Figure 7: Computation of the keys at depth 3

For indexing based on the Hilbert curve, it was empiri-
cally found in [9] that the optimal depth h∗ (for the fastest
retrieval) was given by h∗ = log

2
N , N being the number

of signatures in the reference database. In practice, using
this value as an initial guess, we produce a few indexes at
different depths and after some retrieval tests we retain the
one providing the fastest retrieval.

Once the partitioning depth h∗ is selected, to build the
indexed database file we sort all the signatures of the ref-
erence database in ascending order of their key. Every line
of the associated index file is a key and contains the line
number in the indexed database file where starts the stor-
age of the signatures belonging to the cell having this key.
Table 1 gives an indication of the relation between the size
of the reference content database and the sizes of the refer-
ence signature database and of the index. Note that index
size doubles when partitioning depth increases by 1.

3.2 Z-grid-based retrieval
The retrieval of the signatures that are similar to a query

is performed in two steps. We begin with a hierarchical
search of cells such that their cumulated probability (follow-
ing the model centered on the query) is above a threshold Pα

selected for reliable copy detection. In the second step we
scan all the signatures from these cells and filter out those
that are too far from the query. The signatures retained
identify the original videos to which the candidate will be

Table 1: Size of the index for several sizes of the
reference content database

Hours Signatures Database Index
of video size (Gb) size (Gb)

10, 000 560 × 106 17 > 4

60, 000 3.36 × 109 102 > 15

120, 000 6.7 × 109 204 > 30

matched in order to decide whether it is a copy or not.
For the first step we use probabilistic queries based on an

isotropic Gaussian model of the effects of tolerated trans-
formations because, according to [8, 9], the probability of
a transformation decreases when its “amplitude” increases.
An ǫ-query, erroneously assuming that the distribution of
transformed signatures is uniform within a hypersphere around
the original signature, would give equal importance to all the
neighbors within the range and thus return too many cells,
with a negative impact on performance.

For hierarchical probabilistic search we need the minimal
cumulative probability a cell should have in order to be re-
tained during the search process. This calibration operation
is carried out prior to the retrieval operations for copy detec-
tion. It consists in an iterative search procedure evaluating a
random sample of queries and finds the new threshold Pc for
the probability of a cell that guarantees that the cumulative
probability of all the cells retained is above the threshold Pα

needed for reliable copy detection.
Hierarchical probabilistic search is performed as follows:

at every level from 1 to h∗ we divide existing spatial parti-
tions in 2 and update the probability of each new partition.
If the probability of a partition is lower than the threshold
Pc, we stop the search in the corresponding branch. We end
up with a set of cells, each having the same volume V/2h∗

(V being the volume of [0, 255]20) and a probability ≥ Pc.
The cells retained by the first step may contain many

signatures that are too far from the query to be potential
originals for this query. The second step filters out those
signatures whose distance to the query is above a reference
range (depending on the Gaussian model of the transforma-
tions). Moreover, if the number of signatures within this
range is too high, then the query cannot be considered dis-
criminant for the final decision; rather than just drop this
query from the subsequent decision process, we prefer to
keep it but only return the kNN signatures found.

The lower bound of the time complexity of the first step
is logarithmic in N (the size of the reference database) and,
since the selectivity of the index is relatively high, we con-
sider that with an appropriate choice of the depth h, com-
plexity remains sub-linear in N . This will be confirmed in
Section 4. In the current implementation, the complexity of
the second step is linear in the number of signatures in the
selected cells; for retrieval to be systematically fast, both
the mean value and the variance of this variable (for a di-
versified set of queries) should be small. From Table 1, one
can note that for 560×106 signatures the partitioning depth
is 29, meaning that we have 229 = 536, 870, 912 cells, almost
as many cells as signatures. However, as shown in Fig. 8
for a database of 10,000 hours of video and a depth of 20,
the distribution of the signatures in the description space is



far from being uniform. We believe this is a consequence
of both the high redundancy within some types of videos,
such as weather forecast reports or news shows, and the
characteristics of the local descriptors employed (they were
nevertheless designed to increase uniformity).

Figure 8: Number of cells as a function of their pop-
ulation of signatures

3.3 Sorting the components
Given the fact that data distribution is non-uniform, one

may expect data-partitioning methods to provide better re-
sults than space-partitioning. In the context of this work,
there are however several arguments in favor of our approach
and we mention some of them very briefly. First, the signa-
tures are relatively high-dimensional and, while data distri-
bution is non uniform, there is no large empty region in the
description space; these factors are known to have a strong
negative impact on the selectivity of data-partitioning meth-
ods. Then, the hierarchical probabilistic search (first and
potentially most costly step of retrieval) can be performed
without any access to the index or database files. Both
files are only needed during the second step, and the index
file has a relatively small size. Last but not least, the re-
trieval process can be easily parallelized both by query and
by space partition, providing more flexibility to an imple-
mentation on a cluster. Data-dependent space-partitioning
methods, such as the well-known KDB-tree or the more re-
cent LSDh-tree [6], were also devised for non-uniform data
distributions. We considered that the potential gain did not
compensate for the additional complexity introduced in the
retrieval algorithm. Moreover, the complexity of the con-
struction of a Z-grid-based index is O(n log(n)), while for
the LSDh-tree it is O(d n log(n)) (d being the dimension of
the description space). In the next two sections we put for-
ward two improvements to our method in order to mitigate
the effects of a non-uniform data distribution, with as little
additional complexity as possible.

During the analysis of the 20-dimensional description space
we also projected all the signatures on every dimension and
displayed the resulting distribution, which was found to be
relatively uniform for some dimensions, as in Fig. 9, and
very non-uniform for others, as in Fig. 10.

To build the index, the description space is divided along
every dimension once or several times. Defining an opti-
mal order between dimensions can improve retrieval for two

Figure 9: Distribution of the signatures projected
on the 4 dimensions corresponding to ∂y for t − 2δ,
t − δ, t and t + δ

Figure 10: Distribution of the signatures projected
on the 4 dimensions corresponding to ∂x2 for t − 2δ,
t − δ, t and t + δ

reasons. First, the hierarchical exploration of the 20 dimen-
sions during probabilistic search should consider first those
dimensions who, on average, allow for the fastest elimination
of unpromising space regions. Exploration should then begin
with the dimensions along which the distribution of the pro-
jected signatures is the most uniform. Second, according to
the arguments presented in the previous section, the popu-
lations of the cells obtained at the optimal depth h∗ should
be as balanced as possible. This can be achieved by dividing
most those dimensions along which the distribution is closest
to being uniform. The two arguments converge to the fol-
lowing procedure: sort the dimensions by decreasing order of
their uniformity and divide them in this order. The criterion
we use for defining uniformity is Uj =

∑
255

0
|dij −dj |, where

dij is the number of signature whose orthogonal projections
on dimension j fall in [i, i + 1) and dj is the mean value of
dij along dimension j. This is the L1 distance between the
actual histogram along dimension j and the histogram of a
uniform distribution. The estimation of the uniformity was
performed on 1,000 hours of randomly selected videos (but
we found the estimates stable above 100 hours).



3.4 Adapting the boundaries
To further balance the populations of the cells with as

little additional complexity as possible, we fit the partition-
ing along each dimension to the distribution of the signa-
tures while keeping it independent of the other dimensions.
Rather than systematically choosing the middle of the in-
terval, we divide according to the median. Fig. 11 shows
an example of this new partitioning at first order and then
second order, for a dimension with high uniformity and a
dimension with low uniformity (if needed).

Figure 11: Median and quartiles for projections on
dimensions 1 and 3

4. EXPERIMENTAL EVALUATION
Since the contribution presented above regards the index

structure and the associated search method, the evaluation
results provided here do not concern the entire copy detec-
tion process but rather the speed up in probabilistic retrieval
for a fixed threshold Pα = 0.8 considered acceptable for re-
liable copy detection (this value was used in [9, 7]).

4.1 Experimental setup
The reference content database we used for the evalua-

tions contains 120,000 hours of MPEG1 video (352 × 288)
provided by the Institut National de l’Audiovisuel (France).
All types of television programs are present in this database.
To see whether the complexity of the retrieval process is sub-
linear in the size of the database, we also use two smaller
databases of 10,000 and 60,000 hours of video, obtained by
a random selection of programs from the bigger database.

For each of the 3 databases, to obtain the set of queries
we first perform a uniform random selection of 10,000 points
of interest describing original videos. Then, a random mod-
ification following a 20-dimensional isotropic Gaussian law
of 0 (vector) mean and a standard deviation σ = 20 is ap-
plied to the signature of each of these point of interest. This
value for the standard deviation is estimated from a set of
real transformations applied to original videos. Naturally,
the same Gaussian law is used for the first step of the proba-
bilistic retrieval, consisting in the hierarchical identification
of cells having a probability of at least Pc for a given query.
For the second step of the probabilistic retrieval (keep, in
the selected cells, only the signatures that are close enough
to the query) we employ a range of 6.7σ and a value of 100

for k. To allow a direct comparison, the same parameters
are used for the method in [9, 7]. All our retrieval experi-
ments were performed on the same PC, with a Xeon64 CPU
at 3 GHz, 2 Gb of RAM, under Linux.

4.2 Evaluation results
We could only perform the comparison with the method

in [9, 7] on the 10,000 hours database. Figure 12 shows the
results with a partitioning depth of 29, considered optimal
for the method in [9, 7] using the Hilbert curve, and with a
partitioning depth of 31, optimal for the method put forward
here. Our method based on the Z-grid, with sorted compo-
nents and adapted boundaries, is almost 6 times faster than
the one in [9, 7], using the Hilbert curve.

Figure 12: Comparison of mean retrieval times
(miliseconds) for 1 query on the 10,000 hours
database (CS stands for Components Sorting, AB
for Adapted Boundaries)

Figures 13 and 14 display the results obtained with the Z-
grid alone and with components sorting plus adapted bound-
aries, on the 60,000 and on the 120,000 hours databases. The
larger the database, the stronger is the positive effect of the
2 improvements over the use of the Z-grid alone. When the
populations of the cells are more balanced (with Z-grid plus
CSAB), the depth of partitioning has a smaller impact on
performance, so one can employ a smaller depth to reduce
index size. From Fig. 15 we see that the complexity of the
retrieval process is sublinear in the size of the database. Fi-
nally, we can mention that the speed up obtained enable us
to monitor in (deferred) real-time one TV channel against
the 120,000 hours database with a single PC like the one
used in our experiments.

Figure 13: Comparison of mean retrieval times (ms)
for 1 query on the 60,000 hours database



Figure 14: Comparison of mean retrieval times (ms)
for 1 query on the 120,000 hours database
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Figure 15: Retrieval time increases sublinearly with
the size of the database

5. CONCLUSION
While content-based copy detection methods for still im-

ages and video show significant robustness to image transfor-
mations and do not depend on the presence of watermarks
in the original content to be protected, their computational
complexity also poses a scalability challenge. As an exam-
ple, the Institut National de l’Audiovisuel will soon have to
monitor a continuously increasing number of video streams
against databases of more than 250,000 hours of original
video programs. To go past the performance of existing
methods, such as [7], we introduce here three improvements
of the similarity-based probabilistic retrieval process: re-
placement of the Hilbert curve with a Z curve, uniformity-
based sorting and adapted partitioning of the components.
We show that these improvements provide a significant speed
up in retrieval, enabling 1 PC to monitor one TV channel
against a 120,000 hours database. Also, the complexity of
the retrieval process is sublinear in the size of the database.
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