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Abstract: We focus here on a single asped of adaptive hypermedia, namely the alaptive
structuring of information, and get into detail s regarding the charaderistics of the system we
developed and the experiments we performed. We end by discussng possble extensions of
our system, and outline existing and new diredions in the development of adaptive
hypermedia.
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1 Introduction

Multimedia systems all ow users to consult and manipulate different types of media, such as
text, sound, wdeo, computer graphics and animation. When several multimedia documents
also contain explicit links to ead aher, ore can spe&k of hypermedia. The increasing
popuarity of the World Wide Web highlights the growing importance of hypermedia systems
for every domain of human adivity. While originally developed as todls for user-driven and
interadive accssto information, hypermedia systems proved to be the enabling techndogy of
a fast and pervasive evolution. However, by giving general access to a huge mass of
information, this techndogy also reinforces and generalizes the difficulties related to the
informational overload. The paradoxicad but commonly reaognized consequence of such an
overload is the underuse of information.

Such dfficulties can orly be dleviated by the development of efficient information
management systems, ableto provide the gopropriate information at the right moment andin a
suitable shape. Adaptationis one of the mechanisms which shoud allow hypermedia systems
to med the abovementioned chall enge.

Work on adaptive hypermedia systems began in the ealy days of the WWW (see
[Brusilovsky, 1996 for a mmprehensive review of this ealy work) and was mainly motivated
by the development of adaptive ornline training environments (see eg. [De Bra and Calvi,
1999).

Our purpose here is to pu forward an approach to the development of spedfic
adaptive hypermedia systems. We then outline several promising reseach dredions in this
domain. A more comprehensive discusson d recent developmentsis|eft for alater acourt.

2 Adaptiveinformation structuring and knowledge management

The work presented in this report is part of an ongoing projed seeking to provide computer
asgstance for the construction and management of complex knowledge bases. Here, we ae
attempting to automaticaly adapt the structure of the knowledge base to changes in its content
and to evolutions in its usage. The knowledge base is implemented as a fine-grained database
which interacts with the users through an HTTP server. Such bases are usually employed for



the sharing of distributed knavledge acossan entire organization, for distance leaning and,
increasingly, for common interest groups on the Web.

21 General ideas

The difficulties encountered by the managers and the users of large knowledge bases
implemented as (static or dynamic) Web sites highlight the need for such adaptive behaviour.
Indeed, for most bases, there ae significant diff erences between their original design and their
usage. These differences usually increase with changes in the antents of the base and the
evolution d its use. The structure of the knowledge base becomes quickly outdated. The users
have troulde finding and puting together the information they need. The manager of the
knowledge base can nolonger make sense of the paths foll owed by the users. Even when good
mining todls are avail able, manually changing the structure of the base in acerdancewith the
results produced by these tods can be very time consuming.

As $own by various experiments, global seaches are not the solution, mainly becaise
it is very difficult to control the acarracy and the relevance of the results. But global seach
mechanisms also evolve and, interestingly, tend to become alaptive. Note dso that exhaustive
seach must sometimes be present as a guaranteefor completeness

Our approach here is to assemble aknowledge base out of fine-grained information
bricks (we shall cal them k-bits and consider they contain nointerna link structure), and let
its usage aaptively build up and modify a structure, starting from an initial design. A
software changes the structure of the knowledge base, structure which is implemented by the
interface between the database and the HTTP server. These danges are performed
periodicdly and are based uponthe information colleded by the server (the logfiles of the
HTTP server in the aurrent implementation). We ae not concerned here with the adaptation d
the base to individual users, bu we focus instead on global changes from which every (or
most) user(s) can benefit.

Note that the dedsion to make dhanges only to the interfacebetween the database and
the Web server is limiting in general, bu this effed is very low if the database wntains only
colledions of k-hits, asthe k-bits lad internal li nk structure.

Among the many structural changes one can think of, we dedded to focus on the
foll owing ones:

1° Creding short cuts: the purpose is to seledively diminish the length of the paths the
users must follow in order to get the information they need. The dedsion to creae
short cuts is based on the time interval between two successve queries and aso
depends onthelocd structure of the graph d queries.

2° Aggregating fine-grained information bricks: the purpose is to provide & once dl (or

a least a big chunk d) the information a user would atherwise retrieve in several

gueries. By using a fine-grained database one avoids finding overwhelming, loosely

related details in the answer to a query. Also, fine grains can be reaily reused o

discarded. However, aggregating these fine grains can be very time-consuming, and

having a software asgstance here redly helps. The dedsion to aggregate is based on
the presence of strong correlations between queries and makes also use of the time
stamps.

3° Adding links for frequent seaches: the purpose is to make frequent queries explicit.

When the user doesn't see an explicit link to the information d interest, he will make

use of the keyword-based search mecdhanism provided by the site. However, there ae

usually severa difficulties associated to the seach (keywords, relevance and acaracy

of the results). Correspondng to the most frequent searches, we ae smply adding a



guery which brings only aseledion d the results. This s€ledionis based onameasure
of popdarity of the answers returned by the seach medanism. When a frequent
seach gives no result (or very few, acording to some measure to be defined), the
system can trigger spedfic requests to content providers/devel opers.
These dhanges are well adapted to ou use of afine-grained database, complement eat ather
and achieve agoodlevel of completenesswith regard to ou purpose.

All the previous work concerning the offline global improvement of a Web site, as
oppcsed to dynamic (within a sesson a between sessons) adaptation to individual users, is
related to ou work. We can mention here the WebWatcher in [Armstrong et a., 1993, the
work on adaptive web sites in [Perkowitz and Etzioni, 199§ or the "footprints" in [Wexelblat
and Maes, 1997. However, in ou work the site is dynamic (based ona database) instead of
being just a wlledion d static pages. Then, ou choice of the changes to be gplied is new,
and coherent with the dedared pupase of adaptively evolving a knowledge base out of afine-
grained database. Also, the outcome of the danges we retained here is more than just
providing navigation asdstance as these danges concen the very way the available
informationis gructured.

Note that the structure of the knowledge base @mntinuowsly evolves, trying to follow
changes in the contents of the base and the erolution in the ways it is used. This adaptation
processobviously has a moving target.

2.2 Implementation issues

Here, we ae atempting to automaticaly adapt the structure of a knowledge base to changesin
its content and to evolutions in its usage. The knowledge base is implemented as a fine-
grained database which interads with the environment through an HTTP server.

In our current implementation, the adaptive changes performed by the software to the
structure of the knowledge base do nd affed the database itself, bu are insteal limited to the
interfacebetween the database andthe HTTP server.

For the arrent implementation we dedded to let the software ad diredly instead of
just making suggestions to the manager of the base. To avoid important disruptions of the
existing structure during the test period, the software is Smply nat all owed to make deletions.
For the final implementation, havever, the best choice would probably be a ombination d
automatic adions and asgstanceto the manager of the base.

Our current (toy) implementation makes use of the Internet Database Connedor, an IIE
server, ODBC and Access on a Windows NT platform. We made these choices smply
because the testbeds we employed were based on these tods. A migration to PHP, MySQL
and Apache onaLinux platform isunder study.

The first implementation was applied to a site developed for the comparison o
leaning algorithms (cdled “Vaidation” in the following) and to an educaional site
concerning computer peripherals (“Webring” in the following). Please note that this report
presents work in progress so the spedfications of the dgorithms described here may change
in the latest implementation.

Here is the sequence of operations performed for the aedion d short cuts and
aggregates: build a graph representation for the entire site, seled the relevant lines in the
logfiles of the HTTP server, identify the user sessons, buld the trees correspondng to these
sessons and associate time intervals to individual pages, perform some dtatisticd
computation, seled the short cuts and the aggregates, modify the required fil es of the original
site. Detail s are given in the foll owing sedions.



2.2.1 Rulesfor the creation of short cuts and aggregates

Before presenting the detail s of the operations taking place let us remind the principle of short
cuts and aggregates and figure out what kind o information we need.

2.2.1.1 Short cuts

Short cuts have to seledively diminish the length o the paths the users must follow in order to
get the information they need. If the users gpend some time reading a page (heredter cdled
“target”) O this arguably means they find wseful information there 1 but very little on some
previous pages (heredter cdled “cut”), then a dired link to the page of interest shoud be
added to the starting page (heredter cdled “host”). As an example, if the dain
...[page 1] (It - [page 2] (OI'f - [page 3] (I - [page 4] OI'f — [page 5]... appeas very often
and if the time spent on [page 1] and [page 4] (t1, t4) is usualy high, whil e the time spent on
[page 2] and [page 3] (t2, t3) is very low, then a link to [page 4] (the target) is added to
[page 1] (the host), right before the link to [page 2] (cut, together with [page 3]). The label and
the ntent of this new link is the same & the one of the link [page 3] - [page 4]. All of the
pages mentioned here can be ather static or dynamic.

@ (b)

[ little time spent
I |onger time spent

Figure 1: An example of the aedion of short cuts. The original architedure of the siteis siown in (a), together
with an indication of the time spent on the pages which are frequently retrieved. In (b) several short cuts were
creaed by the aldition of bypasslinks.

The short cuts are then based ontwo important assumptions:

1° The longer the time spent by the users realing a page, the more useful the page is.
There is, however, at least one important exception: while pivot pages (containing
amost exclusively links, such as the front page of a portal) are usually useful, frequent
users gend orly a few seconds looking for the link they are interested in. But we
believe that short cuts can also be interesting in such cases and, anyway, in the arrent
approach we only add rew links and rever remove eisting ones, so al the pages we
“bypass’ remain avail able.

2° By processng the logfileswe can find reliable estimates for the mean time spent by the
users on the pages they retrieve. As we shall seelater, thisis nat always the cae and



we may need some prior information concerning the web site in order to render such
estimates reliable.
The information required for taking the dedsion to crede ashort cut and, then, for redly
creding it, consists of:
1° The (relative) frequency of the presence of every chain in the sessons of different
USers.
2° The mean time spent by the users on every page.
3° Theidentity of the host page ([page 1] in the example) and the position d the first link
in the original chain ([page 1] - [page 2] in the example; the new link will be placed
right before thislink).
4° The oontent and the label of the new link, bah coming from the last of the pages
which were bypassed ([page 3] in the example).
Note that by taking into aceurt only the mean values for the time spent by the users on every
page we may find ouselves in a situation where some of the variances on a chain are so huge
that the mean values bemme irrelevant. No short cuts shoud be aeded in such cases. Even
when the mean values are relevant, the danges we perform may be quite unsatisfying for a
few users, bu the adaptation to spedfic users or groups of users is beyond the scope of this
work.

2.2.1.2 Aggregates

The purpose of aggregating fine-grained information kricksisto provide & once dl (or at least
a big chunk d) the information a user would atherwise retrieve by several queries. Indeed, by
using a fine-grained database one avoids finding overwhelming, loosely related detail s in the
answer to aquery. Also, fine grains can be readily reused or discarded.

Figure 2: An example of the aedion of aggregates. The original architedure of the siteis $own in (a), together
with an indication of the aorrelation between queries. In (b) several aggregates were aeaed.

But putting together all the information a user neals can be fairly time consuming. If many
users accessed the same information lricks through queries launched from a given page, it
would probably be helpful for many other users to find al the information correspondng to
these bricks as an answer to a single query. While the database still contains fine-grained
bricks, an aggregate query is creaed and returns an aggregate answer. As an example, if when
on [page 1] many users retrieve [page 2] to [page5], maybe nat al of them in the same



sequence, it would probably prove helpful if an aggregate query returning [page 2, page 3,
page 4, page 5] were alded as alink on[page 1], right above the links to the individual pages
2t0 5.
The aedion d aggregates reli es then onthe following important assumptions:
1° When bulding aggregates we can avoid owerloading the user with poaly structured
information. This will probably be the cae if the database wntains fine-grained
information kricks and if we limit the number of bricks in an aggregate.
2° The frequency with which several pages having a mmmon parent appea together in
user sessons is a good measure for the degreeto which these pages complement eat
other.
3° By processng the logfiles we can reliably reconstruct the user sessons and find the
frequency of retrieval of different pages having a common parent. As we shall see
later, this is nat aways the cae and further prior information concerning the web site
may be required.
The information required for taking the dedsion to creae an aggregate and, then, for redly
creding it, consists of:
1° The joint frequency of the presence of pages having a ommon parent in the sessons
of different users.
2° The graph d the Web site.
3° The identity of the host page ([page 1] in the example) and the position d the link to
the first of the pages in the aygregate ([page 1] - [page 2] in the example; the new link
will be placal right before this link).
4° The ontent and the label of the new link, bah oltained from the links to the pages
compasing the aggregate ([page 2, page 3, page 4, page 5] in the example).
In the arrent approach we only build aggregates compaosed of two pages. The aygregates can
neverthelessbe extended to more than two pages by several iterations of the dgorithm.

2.2.2 Building agraph representation for the Web site

In order to be aleto buld the trees asciated to user sessons, we need na only the logfiles
but also a graph representation d the web site. Such a representation is built every time we
want to processnew logfiles, since short cuts and aggregates previously obtained modify the
structure of the site. This representation can be huge for dynamic sites and thisis why we ae
currently looking for alternative methods.

The nodes of the graph correspond to the (dynamicdly generated) pages and the
(direded) edges to the links between two pages. The structure as<ciated to ead node
contains the URL (or the eaitire query if the resource is generated dynamicdly, e.qg.
/Webring/Consul.idc?Type=site&motcle=son&c ontenu=periph.ntm ), padnters to the
succesrs of the node and a set of flags.

The direded graphis built reaursively, by following all the avail able links within every
page. Obvioudly, no form is filled in, so we do nd ded with interadive queries. When
buil ding the graph we make sure that any URL (query) corresponds to a single node. Note that
this method can aso be gplied when some fields in the database wntain source HTML files
which include links (this is the cae for the Validation site). Also, note that the graph d a site
isusualy not atree



2.2.3 Pre-processing thelogfiles

An HTTP server stores al the queries ®rved duing aperiod d timein ore or severa | ogfil es,
where every line @rresponds to asingle query, asin the following example:

194.2.149.85, -, 14/12/99, 18:50:03,..., /validation/default.htm,

194.2.149.85, -, 14/12/99, 18:50:05,..., /validation/accueil.htm,

194.2.149.85, -, 14/12/99, 18:50:05,..., /validation/somfr.htm,

194.2.149.85, -, 14/12/99, 18:50:08,..., Ivalidation/ images /li.gif

194.2.149.85, -, 14/12/99, 18:50:08,..., Ivalidation/ images/gtra.gif
194.2.149.85, -, 14/12/99, 18:50:09,..., Ivalidation/ images/facc.gif
194.2.149.85, -, 14/12/99, 18:50:09,..., Ivalidation/ images/falg.qgif
194.2.149.85, -,14/12/99, 18:5 o:10,..., /validation/ images/fpro.gif
194.2.149.85, -, 14/12/99, 18:50:25,..., /validation/requetes/alrl.idc,

194.2.149.85, -, 14/12/99, 18:50:52,..., /validation/requetes/pbrl.idc, -,
194.2.149.85, -, 14/12/99, 18:51:17,..., Ivalidation/requetes/PbLien4.id c?PbTitre=sunspots,

We start by assembling all the logfil es correspondng to the period d time we ae interested
in, and then we filter out al the queries for files other than .htm, .html and idc. Also, if the
same HTTP server hosts ®veral sites, we keg only the queries for resources of the site we
want to modify.

2.24 Finding an adequate representation for user sessions

In paragraphs 2.2.1.1and 2.2.1.2we pointed ou that in order to take the dedsion d building
short cuts and aggregates we need to know the sequence of pages visited by ead user,
together with the @rrespondng time stamps. We found \ery convenient to represent eat
individual users ssdon as a (set of) tregs) — the dhains of pages which are foll owed several
times during the sesson are dugicaed in the tree — and asciate the crrespondng time
stamps to the nodes of the tree In arder to produce such representations we need the complete
graph d the web site and the logfil es.

For any reasonably busy site, the queries sent by diff erent users are usually mixed upin
the logfiles. Since the dedsions we make rely on the sequences of pages retrieved hy
individual users, we must be aleto dstinguish between individual users sssons.

2.2.4.1 Defining user sessions

A user is usualy identified by his IP address The difficulty comes from the fad that, over a
long enough period d time, different users can share asame aldress they share the same
computer, or a DHCP server successvely assgns the same aldressto their computers, or a
router successvely asociates their addresses (internal to the organization) to a same routable
IP address We shall consider here that a sesson d one user is identified by an IP address
under the constraint that the period d time between two successve queries sent by the user is
no longer than 30 minutes (1800 semnds). The value of this parameter (which is entered by
the administrator when he launches our software) shoud be significantly reduced for common
web sites.

Therefore, given the (pre-processed) logfil es, we start by groupng together the queries
acording to their IP address then, for every IP address we split the list of queries into
individual sesgons consistent with the time anstraint mentioned abowve.



2.2.4.2 Building trees associated to user sessions

Having the list of queries correspondng to a users ssson and the graph d the web site
(alowing us to identify the predecessors and succesors of any nodke), we can now build the

treerepresentation acarding to the foll owing algorithm:
The current que ry is the first query in the list
The current tree is empty
As long as the list of remaining queries is not empty {
Create a new node in the tree and label it with the current
query, it becomes the current node

If the current node is a successor of the pre  vious node in the
tree, link it to the previous node in the tree

Else, backtrack until a node in the tree is a predecessor of

the current node, and link it to the current node

If no node in the current tree is a predecessor of the current
node, create a ne w tree having the current node as its root

Set previous node ~ current node

Set current query ~ next query in the list

}
Note that, for every individual user sesson we can oltain severa independent trees; indeed,

the user may own several dired pointers to the resources of the web site (obtained e.g. with
the help of aseach engine).

Also, we ladk predsion when bulding the trees becaise of the presence of various
levels of cading (single user, multi-user) and the use of the “bad” button. Indeed, if the user
is revisiting a page, the navigation tod may retrieve it from the cade insteal of resending the
HTTP request. Also, when the “badk” button is employed by the user before switching to a
new path, it may be difficult to identify the node from which the new path was darted from
several potential candidates; our choice here is to start the new branch as far from the roct as
possble.

When bulding the tree representations, we must also include with every node an
estimate of the time spent by the user onthe page @rrespondng to the node. These estimates
are obtained from the time stamps present in the logfiles. If page A has page B asasonin the
tree then we can estimate the time spent by the user on page A by subtrading the time stamp
of the HTTP request correspondng to page A from the time stamp o the request for page B.

Asan example, if the logfile mntains
194.2.149.85, -, 14/12/99, 18:50:52,..., [pageA,
194.2.149.85, -, 14/12/99, 18:51:17,..., [pageB,

then we consider that the time spent by the user on page A is (1851:17) — (1850:52) = 25
secnds. Obvioudly, this time interval includes the delays introduced by the network, the
HTTP/database server(s) and the dient. Unfortunately, al these delays can vary within rather
large bounds, depending onthe locaion d the dient with resped to the server and onthe load
of the network and/or the server(s). We consider that if one reads even afew lines of text on
the page one recaves, then the time redly spent on the page is sgnificantly higher than the
sum of the delays.

There ae three speda cases deserving further explanation. First, when a page is the
last one in a chain (that is, a leare in the treg, we dedded na to take its occurrence into
acour. If the page ends the sesson d the user, we smply canna compute the time spent by
the user. If the page does nat end the sesgon, given the presence of (various levels of)
cading, it is very difficult to knov how much time did the user spend onthis page and hav
much time he spent clicking the “bad” button.

Let us now consider a page having severa (i.e. more than ore) sons in the tree We
dedded to compute the time spent by the user on this page only once, using the time stamps



correspondng to the first branch. This obviously underestimates the time spent by the user on
this page, bu we didn't find any better solutions. Indeed, such a cae occurs when some form
of cading isinvaved (e.g. the user clicks onthe “badk” button, a he leaves this page on the
screen and opens one of the successors in a different window) and we caana obtain reliable
estimates correspondng to the other branches.

As the last speda case we @nsider pages which occur several times in a tree The
time spent by the user is computed for every occurrence, acording to the mntext (the
difference between the time stamp of the aurrent successor and the time stamp of the page
itself).

Under cetain circumstances, howvever, the individual estimates we compute for the
time spent by the user on a page can be ettirely wrong: when the server is temporarily
unavail able (a TCP conredion cannd be established, so the user must try several times before
the server can accept and answer to the HTTP request), or when the user sends svera queries
before recaving any answer (multi-adivity of the user, due to long delays). Since we only use
statisticad measures based on these individual estimates (and rever the individual estimates
diredly), we consider that the results obtained from such estimates are reliable enowgh if the
logfil es contain many user sessons.

225 Statistical processing

Given the set of tree representations correspondng to the sessons of the users, some
processng isrequired in order to identify the short cuts and aggregates which shoud improve
navigation.

To evaluate the importance of individual pages for the users, we must compute the
average time spent by the users on every page occurring in the logfiles. A page can be
bypassed if it occurs frequently and the average time spent by the users on this page is very
small, with a low standard deviation. Since we nedl reliable estimates for the average time
spent, we only seled as potential candidates the pages whase number of occurrences is
ressonably high and for which the standard deviation is low. Statisticd tests allows us to
perform this sledion: for candidates to getting bypassed, the average time spent is compared
to the average time interval required for a user to get an answer to an HTTP request (15
semndsin ou experiments). Thisvalueis either estimated a priori (asin ou experiments), or
by seleding the shortest time interval from ead of the sessons and performing an average.
For candidates to becoming the target of a bypasslink, we compare the arerage time spent to
the sum between the average time interval required for a user to get an answer to an HTTP
request and the average time required for a user to read afew (10in ou experiments) lines of
text. We ae aurrently exploring aternative methods for making more reliable dedsions. We
eventually mark in the set of trees all the pages which shoud be bypas<d.

Then, we must compute the joint frequency of the presence of pages having a mmmon
parent in the sessons of the users. We start by recording every pair of pages having a mmmon
parent in the set of trees, then we count the number of occurrences of every such set of three
pages (parent plus two sons). The pairs whose frequency is beyondathreshold, set by the site
manager, serve for building the aygregates (the two are aygregated). These pages are then
chedked for the “bypass’ mark. Indeed, if one of the pagesin a pair must be bypas<ed, then we
shoud rather use the target of the short cut when bulding the aygregate.



2.2.6 Creatingshort cuts

To better understand hov a short cut is creded, let us consider again a dain
...[page 1] (It - [page 2] (OI'f - [page 3] (I - [page 4] O'f — [page 5]... which appeas very
often, the average time spent on [page 1] and [page 4] (t1, t4) being high, while the average
time spent on [page 2] and [page 3] (t2, t3) is very low. Then, if there is no dred link
[page 1] - [page 4], we ald to [page 1] (the haost) a link to [page 4] (the target), right before
thelink to [page 2] (bypassed, together with [page 3]).

The label and the wntent of this new link is the same & the one of the link
[page 3] - [page 4]. [page 1] is the only one that must be modified. Note that if [page 3] is
dynamic, we cana find the link to [page 4] diredly (the link is usually not present in any of
the files page3.idc  and page3.htx ); we must first obtain the adual [page 3] by foll owing the
chain from [page 1].

It is then rather easy to add a short cut if [page 1] is a static HTML page. Things get
more involved when deding with dynamic pages. Let us consider that every page in the
previous chain is the result of an SQL query (present in a spedfic IDC file) formatted by a
speafic HTX file. How can we then add the link to [page 4] (page4.idc) on [page 1]? Which
one of the files pagel.idc andpagel.htx dowe modify? We can modify one of the queries
onpagel.idc to explicitly add the link to page4.idc  to the text returned by the database (or
crede anew, fake query returning the link). Alternatively, we can chocse to modify the
template pagel.htx and add the link to page4.idc  at the right placethere. We dedded to
implement the seand solution which is more natural and can be reaily applied to sites
developed in PHPL or ASP.

To find the locaion where the link to [page 4] must be inserted (right before link to
[page 2]), we must obtain the adual [page 1] by following the dhain from the roat of the tree
and compare it to the file pagel.htx . Note that in some cases the link to [page 4] canna be
inserted right before the origina link to [page 2].

Let us now discussthe cae where [pagel] is a frameset. A new link can orly be
included in aframeset if a new frame is defined. Given the difficulty of finding an appropriate
layout for the new and existing frames in ageneral case, we dedded to avoid adding new links
(short cuts) within a frameset. If severad pages oud be bypassed between the frameset
([page 1]) and the target of the short cut ([page 4]), then we can add alink to the target on the
first page in the dain which is not a frameset (eg. [page?2]). This option was not
implemented yet.

After creaing a short cut, we have to modify the graph d the site (addition d the new
link [page 1] - [page 4]), bu also the trees representing user sessons. Inded, the trees are
further employed for buil ding the aggregates, and graph d the site both for the aygregates and
the aldition d other short cuts after another data aquisition plese.

2.2.7 Creating aggregates

To better understand hov an aggregate is creaed, let us consider that when on [page 1] many
users retrieve [page 2] and [page 3], bah of them being diredly linked to [page 1]. If the
frequency of occurrence of the pair <[page 2], [page 3]> is beyond the aygregation threshold,
then we build an aggregate, denated here by [page 2,3]. This aggregate is composed of the
content of [page 2] followed by the content of [page3]. A link to [page 2,3 is added on

1 The PHP (or ASP) pages we ae interested in can be seen as being composed of an HTX template and some
code mntaining arequest in SQL (asin an IDC file).
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[page 1] right before the link to [page 2]. The label of this link is obtained by concaenating
the labels of the links from [page 1] to [page 2] and [page 3]. While dl this is rather simple
from a @mnceptual point of view, we have to overcome severa pradicd difficulties such as
deding with dynamic pages and/or with framesets, or buil ding the link to the aygregate when
the links to the parts are images.

10

20

Acoording to the type of pages we wish to aggregate, we have threepossble cases:
[page 2] and [page 3] are static pages. page2.html  and page3.html . To okain the
aggregate (anew static file) we start by chaining the contents of theindividual fieldsin
the <head> sedion (such as the keywords in the content field of the tag <meta
name="KeyWords" content="...">), including the <itle>, then we dain the @ntents
of the two <body> sedions. Also, the name of the new aggregate [page2,3 is a
concaenation d the names of the two individual pages (page2&page3.html ); the
aggregate can be stored with the same path as the two parts (if they have the same
path) or with a path which is gpedfic for al the aggregates. Thelink to the aggregate is
obtained from this path and the name of the aggregate.

[page 2] and [page 3] are dynamic pages (for every page we have an .idc file and an
htx  file). With the arrent implementation, two dynamic pages can ony be
aggregated if they make use of the same database (the same Datasource  in the two
htx  files). Thisis a limitation d the IDC techndogy which can be avoided if the
implementation employs PHP or ASP.

We have two passhiliti es here: build an aggregate which is either static (.html
file) or dynamic (.idc file and .htx file). The first aternative is obviously the
simplest, bu we dedded to avoid transforming dynamic content into static content and
opted for the second aternative. We must then oltain anew .idc file and a new .htx
file. The new .htx file is built acording to the same procedure a the new .html  file
in the cae of an aggregate wmpaosed of static pages. The aggregate .hix  file is given
anew, conventional name. Note that if the two pages make use of the same .htx file,
then some of the information may be dugicaed in the aggregate; a better solution in
this case would be to dupgicae only the fields between <%BeginDetail %> and
<%EndDetail %> in the original .htx filein arder to oltain the aggregate .htx  file.

The new .idc file is obtained by keeguing the Datasource  field, entering the
name of the new .htx file in the Template field, and listing the SQLStatement s from
the .idc file correspondng to [page 2] foll owed by the SQLStatement s from the .idc
file correspondng to [page 3]. The total number of SQLStatement S must remain uncder
24 for the arrent implementation o IDC. A problem may occur if a same variable,
which is present in the cdlsto theorigina .idc files, takes diff erent values for the two
cdls. There ae many possble solutions to this problem and they all impose various
limitations, so we retained ore of the simplest solutions: the variable is removed from
the cdls and its appropriate values are “hardwired” in the SQLStatement S concerned.
Thisaggregate .idc  fileis given anew, conventional name.

Thelink to the aggregate is obtained by chaining this path, the name of the new
idc file and the list of arguments from ead o the two ariginal links to [page 2] and
[page 3] (with the cnflicting variables removed).

The two rew files (.idc and .htx ) are stored under the same path, which is
dedicated to the aggregates.

3° One of the two pages is datic (e.g. [page 2]: page2.html ) and the other one is

dynamic ([page3]: page3.idc, page3.htx ). Again, we dedded to avoid
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transforming dynamic content into static content. We then have to buld a new .idc
file and a new .htx file. The new .htx file is built by including the ntent of
page2.html into page3.htx and receves a new, conventional name. The new .idc
fileisa mpy of page3.idc , bu with the name of the new .htx file & the Template ,
and it is also given a new, conventional name. The two new files (.idc and .htx ) are
stored under the same path, which is dedicaed to the aygregates. The link to the
aggregate is obtained by chaining this path, the name of the new .idc file and the list
of arguments copied from the original link to [page 3].

It is obviously very easy to add the link to an aggregate if [page 1] is a static page. When
[page 1] is a dynamic page, we alopt the same solution we employed for the short cuts: we
modify the template pagel.htx and add the link to the aggregate .idc  file & the right place
there. To find the locaion where the link to the aggregate .idc  file must be inserted (right
before link to [page 2]), we must obtain the adual [page 1] by following the dain from the
root of the tree and compare it to the fil e page1.htx

We may encourter further difficulties in creding the link to the aygregate when the
links to [page 2] and [page 3] appea on [page 1] asimages or parts of images (maybe parts of
a same image). The solution we retained is to crede an anchor inside the aggregate d the
beginning of the cntent of [page 3], to replace the link to [page2] by the link to the
(beginning of the) aggregate, and the link to [page 3] by alink to the anchor. It is possble to
set up anchors inside .htx  files and a link to such an anchor has the form given in this
example: file.idc?argl=vall&arg2=val2#anchor . However, if [page 1] is the result of an
idc  request and the links are not present the rrespondng .htx  file, then these links are
difficult to modify (they come from the database or are composed of elements from the
database). In the arrent implementation we simply do nd build the aggregate in such a cae.

We do nd aggregate [page 2] and [page 3] if any of [page 1], [page 2] or [page 3] isa
frameset, mainly because of the difficulty of finding an appropriate layout for the aygregate
and/or for [page 1].

After creding an aggregate, we have to modify the graph d the site by adding the
aggregate and the arrespondng link. We do nd update the trees representing user sessons
because the aldition d an aggregate has no influenceonthe aedion d new aggregates during
the same session.

One can ndicethat we do nd modify the layout of the individual pages composing an
aggregate. Sometimes, this may the source of serious confli cts. However, we believe that there
isno general solutionto this problem.

2.3 Experimental results

The adaptive methods we put forward in the previous dions sioud be tested onweb sites
which resped the assumptions in §2.1 they contain an important amourt of fine-grained
information kricks, they have a omplex (and deep) link structure, and they are accesed by a
large number of users. Since no such site was (entirely and locdly) available, we only
condwcted experiments on two small sites, developed locdly. The first one, cdled Validation
site in the following, serves to perform comparisons between macine leaning algorithms on
several problems and is currently employed by a rather small community. The seand site,
cdled Webring in the following, pus together a number of presentations of computer
peripherals, presentations which were developed by students in a distributed manner. The link
structure of the two sitesis rather simple and flat, but they both employ the IDC techndogy to
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produce dynamic pages. The tests we performed onthe two websites only all owed usto verify
the dgorithms and imagine possble extensions.

2.3.1 Resultsfor theValidation site

Starting from a set of 34 logfil es (correspondng to 34 dys), ashort cut and an aggregate were
creded.

The shot cut is st between the page  @rrespondng to
Ivalidation/requetes/pbrl.idc and the page /validation/formul/reframes.htm . The
first of these pages briefly presents the set of problems avail able on the site, while the last
page dlows any user to report new results obtained for one of these problems by filling in a
form. The page which is bypassed here,
Ivalidation/requetes/PbLien4.idc?PbTitre=sunspots , is a brief report of the results
obtained by various leaning algorithm on the sunspat prediction poblem. There ae two
remarks we shoud make here. First, the short cut does not fit well to the layout of
/validation/requetes/pbri.idc . Semnd, it is easy to seethat the same short cut is useful
for al the problems listed on /validation/requetes/pbrl.idc and nd only for the
sunspoats problem; since the other problems are lesswell known, we do nd find many enough
such pathsin the logfil es.

The link to the single agegate generated is adso set  in
Ivalidation/requetes/pbrl.htx . This aggregate was obtained by assembling the pages
correspondng to Ivalidation/requetes/pblien4.idc?PbTitre=Eau and
/v alidation/requetes/pblien4.idc?PbTitre=Fisher , Which present in hrief the results
obtained by various algorithms on the water consumption (Eau) dataset and Fisher river
dataset. The aygregate wnsistsin two new files, newidc.idc  and newhtx.htx

2.3.2 Resultsfor the Webring site

Starting from the set of logfil es obtained after two working sessons during which two groups
of students consulted the site. We have deliberately limited the number of short cuts and
aggregatesto ore.

The short cut is st between the pages /webring/periph.htm (a frame containing
several taxonamies of the ntent) and /webring/s27/accueil.htm (the homepage of a site
containing various information abou digital cameras). The page @rrespondng to
/webring/consul.idc?type=site&motcle=image &contenu=periph ~ was bypassd.

The link to the aygregate was st on /webring/s28/default.htm (the homepage of a
site presenting general information abou computer networks). The aggregate was obtained by
asembling the page @rrespondng to /webring/s28/glo ssair.idc (a lexicon o

terminology related to computer networks) and the page /webring/s28/contacts.htm
Since one of these pages is dynamic, the aygregate dso consists in two new files, an .idc
file aadan .htx  file.

3 Directionsin the development of adaptive hypermedia

We only explored here aparticular case in a spedfic goproad to adaptive hypermedia. There
are many other reseach dredions and in severa of these diredions a significant amourt of
work has arealy been dore (see eg. the Seand Workshop onAdaptive Systems and User
Modedlling on the World Wide Web, http://wwwis.win.tue.nl/asum99, or the International
Conference on Adaptive Hypermedia and Adaptive Web-based Systems, http://ah2000itc.it/).
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Our approadh here was to asseemble aknowledge base out of fine-grained information
bricks and let its global usage alaptively build up and modify a structure, starting from an
initial design. We then focused on dfline global changes applied to a knowledge base,
changes from which every user (or most users) can benefit. But in many cases the alaptation
to individual users or groups of users may prove very useful.

Also, further efforts are required in order to find out how can various adaptive
mechanisms integrate smoathly with top-down o battom-up methods for the development of
hypermedia.

3.1 Adaptation toindividual usersor groups of users

We can first distinguish between dfline (or inter-sesson) and orline (or intra-sesson)
adaptation. In dffline alaptation, the inpu to the processof adaptation is the behaviour of the
user (or of members of a same group d users) during the previous sssons. In orine
adaptation, the behaviour of auser during a given sesson has an influence on the continuation
of the sesgon itself. Building and pogressvely modifying user profiles is an important
adivity in bah ofline and orine alaptation. The system ads acmrding to rules which are
developed most of the time offline, based uponthe behaviour of the previous users. But if in
offline adaptation the precondtions of the rules contain detail s abou the identity of the user or
areaognized profile, in orine aaptation these precondtions must also take into acount the
perceived behaviour of the arrent user ealier in the sesson.

Obviously, a hybrid solution (offline plus online alaptation) can be employed.

A magor difficulty here is to identify the user, or the group e belongs to. This
identificaiion can be eplicit (the user identifies himself) or behaviour-based (recognition o a
profile).

3.2 Integration with atop-down approach

In a top-down approach ore usualy starts by designing the structure of the hypermedia
colledion (e.g. knowvledge base) to answer the spedfic needs identified. The @ntent is
developed next.
The new techndogy of symbadlic links (s-links, [Verley and Roussdll e, 200Q) suppats
a top-down approach, bu can aso help in the bottom-up development. S-links are typified
links which satisfy a mnceptual need expressed by the author and/or the user of a document.
Also, while standard links are usually references to the location d a document, an slink isa
query to alink database which returns the reference to the document. Thisindired addressng,
together with a mechanism which automaticdly dedares all the available links to the link
database (an s-link is automaticdly dedared and “comes to life” when it is adivated for the
first time), bring in most of the technicd advantages slinks have over common links:
1° S-links suppat navigation by concept, i.e. navigation in a space which is different
from document space ad where both the nodes and the links have rather clea
semantics. Implemented within a spedfic toal, navigation by concept shoud replace
classcd navigation, bu can also asgst or complement it.
2° S-links make automatic linking possble. However, problems related to synonymy and
disambiguation have yet to be solved.
3° Even thowgh an S-link is st as alink from a document A to a document B, it can also
be seen as a 2-way link: the reverse link comes to life via the mnceptua navigation
tod, at the same time & the dired link (i.e. right after the dired link is adivated for
thefirst time).
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4° S-inks gredly smplify the entirely distributed development of content, by minimizing
the exchange of information between developers. As aresult of the definition d link
servers, every developer or user can seled one or severa preferred link servers, some
sort of cetificaion method can also be enployed. Again, some form of competition
among content providers can be implemented through link servers.
In the s-link framework, adaptive medianisms can be used for various purpaoses. Adaptation
can ad, to some extent, on the structure of the cncept network to produce short cuts or
aggregates. In the tod for navigation by concept, the items listed, their arrangement or number
of items per level can adapt to the user or to groups of users. The choice of the document
behind an s-link (the level of detall, the terminology employed) or the chaice of alternative
link server(s) can also be set to depend onthe identity or the profil e of the user. If link servers
implement the cmpetition between content providers, adaptive mechanisms could be
employed for the seledion d providers by a user or group.

3.3 Integration with a bottom-up approach

In a bottom-up approach, ore dtempts to buld links between content elements out of more or
less s$ructured colledions of flat multimedia documents, in a totally unsupervised manner or
with a shallow description d the user neals in mind. S-links can be very helpful in this
endeavour, bah becaise of their conceptua advantages (typified links which satisfy
conceptual needs) and kecause of their technicd advantages (automatic linking, distributed
development).

Leaning and adaptation day a very important role here, and much of the existing work
goes aong thisline.

3.4 Extendingthe adaptive behaviour to deal with other media

It is obvious that the techniques we presented for the adaptive structuring of information keep
their attradivenesswhen extended to media other than text. However, the promise of adaptive
hypermedia goes far beyond such straightforward extensions, and thinking of possble
applications is probably the best way to evaluate these prospeds. Here ae afew suggestions:

Hypermedia global interfaces for the physicdly challenged, bulding uponthe concept of
eonamicd interadions. Indeed, for the physicdly chalenged even common
interadion kehaviours (many or most everyday behaviours belong to this clasg may be
tedious or even painful. By using adaptive hypermediainterfaces here, such behaviours
need nolonger be endesdy repeded.

Music explorer: multidimensional representation d music fragments, where the
dimensions are ather objedive ones (such as rhythm) or more subjedive ones. The
choice and/or the construction d the subjedive dimensions, as well as the seledion o
dimensions for a given user or group d users, can be performed adaptively. Also, ore
may be &le to attain some form of mood control by defining trgjedories in this
(hyper)space The definition d such trajedories can aso be performed adaptively.

Hyper-video o tagged video (such an appli cation alrealy exists): parts of an image within
amovie ae links to aher hypermedia and let a user get more related information, by
the item displayed, etc. In this case, the identity of the image parts which contain links,
aswell asthe dhoiceof the targets for these links, can adapt to the user or the context.

Adaptive video: in a synthetic movie or a videogame dmost everything can be made
adaptive: the general script and the details, the fillers for such variables as the
charaders, the scenery items, the sound,the (impli cit) advertising, etc.

15



Such suggestions are only a glimpse to the endless paosshiliti es of adaptive hypermedia
(though, some of them broaden the scope of the mncept).
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