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ABSTRACT
The capacitated vehicle routing problem (CVRP) is the problem of finding a routing schedule to satisfy demand by supplying goods stored at the depot, such that the traveling costs are minimized. For operational purposes, in many practical applications a long term routing schedule is made, often based on average demand. When demand substantially differs from the average, constructing a new schedule is beneficial. The vehicle rescheduling problem (VRSP) is the problem of finding a new schedule that not only minimizes the total traveling costs but also minimizes the costs of deviating from the original schedule. In this paper a mathematical programming formulation of the rescheduling problem is presented as well as a heuristic solution method referred to as the two-phase heuristic. We provide sufficiency conditions for which it produces the optimal solution. Finally, we perform computational experiments to study the performance of the two-phase heuristic.
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1. Introduction
1.1. Scheduling and rescheduling

The capacitated vehicle routing problem (CVRP) is a classical problem in operations research. Consider a depot where goods are stored and a set of customers that have nonnegative demand for these goods. A set of homogeneous vehicles of finite capacity is available to transport the goods from the depot to the customers. The vehicles start and end their routes at the depot. Costs are incurred for traveling from one location to another. The CVRP is to find a routing schedule that describes the sequence of locations visited by every vehicle that minimizes the total traveling costs, while the capacity constraints are satisfied. The CVRP is known to be an NP-hard problem.

Many solution methods can be found in the scientific literature for the CVRP. The branch-and-cut scheme of Baldacci et al. [1] seems presently to be one of the most successful at solving CVRP instances of up to 100 customer locations. For larger problem instances, many heuristic algorithms have also been developed that are able to find good solutions with greater speed. An overview of exact and heuristic algorithms can be found in Fisher [2], Toth and Vigo [3], Laporte [4,5] and Laporte et al. [6] amongst others.

In the classical CVRP, demand is deterministic and known. A situation that often occurs in practice is that demand only becomes apparent at a late moment. For example, in the retail industry it is very common that the orders of the individual stores are placed only a few days, sometimes even just one day, before delivery. In these situations it is beneficial for operational processes to determine the delivery schedule before the orders are placed. It is for instance very costly, if at all possible, to make a roster for delivery handling personnel shortly before they are needed. A common solution to this problem is to determine a long term schedule, henceforward master schedule, that serves as a guiding schedule over a certain period of time in which multiple deliveries are made. For example, such a master schedule would describe the weekly or even daily deliveries for a period of six months. In practice, master schedules are usually constructed by solving deterministic CVRP instances based on average customer demand as predicted for the upcoming period. In this paper we assume that such a master schedule is given.

A master schedule is thus made before demand realizations become apparent. As a result, when the demand becomes known, the master schedule may not be optimal due to inefficient use of the vehicles, or may even be infeasible due to violation of the capacity constraints. In such cases the master schedule needs to be deviated from. This is often necessary in practice, for example when demand of customers is highly correlated, as typically is the case in a retail chain. The construction of a new schedule, when demand realizations become known, will be referred to as rescheduling.

1.2. Effects of rescheduling

After rescheduling, the new schedule will typically deviate from the master schedule. This can have negative effects on a distribution network. Locations are visited in a different order, by different trucks or by different truck drivers than initially planned. This may cause confusion among drivers and negatively affect the...
regularization and personalization of service, as is also recognized by Bertsimas and Simchi-Levi [7] and Li et al. [8,9]. Furthermore, consider the situation where personnel is hired only for handling deliveries and deliveries do not arrive at the agreed upon moment due to a deviation in the schedule. Here, labor costs increase due to the fact that personnel has to work overtime or has to be hired for another shift. When rescheduling is done by constructing a completely new schedule, many deviations may occur resulting in high additional costs.

Our experience with Dutch retail companies has shown that currently rescheduling is often done manually. Dispatchers typically operate under the notion that when a route needs to be deviated from, costs are lower when the first deviation occurs at a later stage in the route. There are several arguments that support this notion. Firstly, when deviating at a late stage in each route large portions of the master schedule remain intact, diminishing the above-mentioned negative effects of rescheduling. Secondly, the changes made in this manner are easily communicated through the distribution network. Finally, when changing the first locations of a route, the dispatching times of the truck will be altered. However, changing the working hours of a driver at a late moment is very expensive and often practically infeasible.

1.3. The vehicle rescheduling problem

In this paper, we propose a rescheduling model in which the negative effects of deviating from the master schedule are incorporated. We introduce deviation costs, which are incurred for each route that deviates from the master schedule. Furthermore, the height of the deviation cost per route is dependent on the customer at which the first deviation occurs and the position in the route it has. In this way, we are able to model the above described notion of dispatchers that deviations early in a route are more costly than deviations late in a route.

Given a master schedule and a demand realization, the goal is to find a new schedule that minimizes the total traveling and deviation costs, while satisfying the capacity constraints. This problem will be referred to as the vehicle rescheduling problem (VRSP). This model is of particular interest to for instance retail chains that control both the supply chain and the stores, as they not only incur the transportation costs, but also both the deviation costs at the supply side and at the customer side.

1.4. Rescheduling in current literature

In the literature, rescheduling is mainly considered in conjunction with designing a master schedule. Given a rescheduling method, the master schedule is designed before demand is known such that the expected costs incurred after rescheduling are minimized. The rescheduling method proposed by Bertsimas [10] is maybe the most popular method in the literature. In this method, the master schedule is used until a vehicle arrives at a location where its cargo is depleted. After it has returned to the depot to refill, the vehicle resumes the master schedule from the location where it left off. Under this rescheduling protocol, for specific demand distributions the expected costs of a master schedule can easily be calculated. For this reason, the rescheduling method proposed by Bertsimas has been incorporated in models used to design a master schedule with minimal expected costs. Examples of solution methods to solve these models are the L-Shaped integer method to design a master schedule with minimal expected costs at the supply side and at the customer side.

In a study by Groër et al. [15] they propose to reschedule in such a way that each customer is always visited by the same driver and within the same time window. They apply this to a setting encountered in the small-package shipping industry in which a customer does not require service on all delivery days. In their paper they focus on generating a master schedule for large instances and do this using a local search heuristic. Similarly, Chen et al. [16] consider an arc-routing model for small-package delivery in which arcs that do not need service are skipped.

To the best of our knowledge, the literature on rescheduling strategies that take into account deviation costs is scarce. Li et al. [8,9] consider the problem of reassigning vehicles to trips, when one of the vehicles breaks down. In their model, costs are incurred when trips are delayed. The main application of this model is in passenger transportation, for situations where traveling costs and capacity constraints do not play an important role.

1.5. Contribution

In this paper, we introduce a novel model for the rescheduling problem which can be applied where demand is known shortly before vehicles are dispatched. We provide a mixed integer programming formulation based on a formulation of the CVRP by Baldacci et al. [1]. Using this formulation, the VRSP of moderate size can be solved by general purpose optimization software or slight modifications of existing algorithms for solving the CVRP.

Furthermore, we design a solution approach based on first removing the last locations of routes and rescheduling them. We will refer to this approach as the two-phase heuristic. We analyze the performance of this heuristic and derive sufficiency conditions on the value of the deviation costs for which the two-phase heuristic is guaranteed to give the optimal solution to the VRSP. Moreover, numerical experiments indicate that, in general, for low deviation costs the two-phase heuristic often provides optimal or near optimal solutions. Finally, we describe this algorithm in such a way that it can be implemented directly in existing commercial CVRP software available to many dispatchers in large distribution networks.

1.6. Outline

In the following section, the VRSP is described in detail and a mixed integer linear programming formulation is presented. In Section 3, the two-phase heuristic is presented. It is accompanied by an analysis of its behavior with respect to the deviation costs. Finally, in Section 4 the sensitivity of the solution to the VRSP with respect to the value of the deviation costs is investigated and the performance of the two-phase heuristic is studied by comparing its solutions with the optimal solutions of the VRSP.

2. The vehicle rescheduling problem formulation

In this section, first the vehicle rescheduling problem is defined. This is followed by a mixed integer programming formulation based on an existing model developed by Baldacci et al. [1]. In Section 4, we will use this MIP formulation in computational experiments.

2.1. Problem definition

Consider an undirected complete graph $G=(V,E)$. The set of nodes $V=\{0,1,\ldots,n+1\}$ corresponds to a starting depot 0, an ending depot $n+1$ and the set of customers $V=\{1,\ldots,n\}$. For every edge $(i,j) \in E$, traveling costs $c_{ij} \geq 0$ are given that satisfy the triangle inequality. We suppose that an unlimited number of vehicles of capacity $Q$ are available for supplying goods to the
customers. Furthermore, for every location \( i \in V' \) the demand \( q_i \) is given and satisfies \( 0 < q_i \leq Q \).

A route \( r \in E \) is defined as a cycle in \( G \) including the depot. To every route \( r = \{(0, i_1), \ldots, (i_n, n+1)\} \) we associate the ordered set of vertices \( \{i_1, \ldots, i_n\} \). Throughout the paper we will use these representations interchangeably. It will be clear from the context whether the edge or the vertex representation is meant. A route \( r \) is called feasible when the total demand of the locations on \( r \) is less than or equal to the capacity of a vehicle, i.e., \( \sum_{i \in r} q_i \leq Q \).

A routing schedule \( S \) is a collection of edge-disjoint routes such that all customers are included in exactly one route. Hence, \( S = \bigcup_{r \in E} r \), where for the routes \( r_1, \ldots, r_n \) it holds that \( r_i \cap r_j = \emptyset \) for \( i \neq j \). A schedule \( S \) is called feasible when all routes in \( S \) are feasible. The set of all feasible schedules will be denoted by \( \mathcal{S} \).

The classical CVRP, a closely related problem to the VRSP, can now be defined as finding a feasible schedule that minimizes the total traveling costs and can be formulated as

\[
\text{(CVRP)} \min_{S \in \mathcal{S}} \sum_{(i,j) \in S} c_{ij}.
\]

Next we define the VRSP. Assume that a master schedule \( S_M \) is available. Note that this master schedule need not be feasible for all demand realizations, as capacity restrictions might be violated. The VRSP is to create a new feasible schedule \( S^* \) that minimizes both the traveling costs and the costs of deviating from the master schedule. Next we formally define a deviation and the accompanying deviation costs.

Consider a route \( r_M = \{i_1, \ldots, i_k\} \) in the master schedule \( S_M \). When for a new schedule \( S \) there is a route \( r \in S \) such that the first locations are \( \{i_1, \ldots, i_{k-1}\} \) and the following location, if any, is not \( i_k \), then \( r \) deviates from location \( i_k \) onwards in schedule \( S \). In other words, route \( r \) originates from route \( r_M \) and it has remained the same up to location \( i_k \). Whenever a route deviates from location \( i \in V' \) onwards, costs \( u_i \geq 0 \) are incurred. These costs are in practice often dependent not only on the location at which the master schedule is deviated from, but also on the position of that location in the route in the master schedule. However, as the master schedule is given and the position of each location in the route in the master schedule is fixed, introducing deviation costs per location is sufficient for our purposes. Thus, for a master schedule \( S_M \) and a schedule \( S \), the deviation costs for a route from location \( i \) onwards are defined as

\[
U(S_M, S, i) = \begin{cases} 
    u_i & \text{if a routes deviates from location } i \text{ onwards in } S \text{ with respect to } S_M; \\
    0 & \text{otherwise.}
\end{cases}
\]

Throughout this paper we will assume that for each route in the master schedule that the deviation costs associated to the locations on that route are decreasing in the positions on that route.

For \( r_M = \{i_1, \ldots, i_k, \ldots, i_l\} \) in the master schedule, if a route \( r \) deviates from location \( i_j \) onwards, we will refer to any \( i_k \) in route \( r_M \) for \( j \leq k \) as a rescheduled location.

It is now possible to fully define the VRSP as finding a feasible schedule \( S^* \) such that it minimizes the total traveling and deviation costs for a given master schedule \( S_M \)

\[
\text{(VRSP)} \min_{S \in \mathcal{S}} \left[ \sum_{(i,j) \in S} c_{ij} + \sum_{i \in V} U(S_M, S, i) \right].
\]

Note that if in the VRSP \( u_i = 0 \ \forall i \in V' \) one obtains the classical CVRP. As the latter is NP-hard, the VRSP is also NP-hard.

### 2.2. Mixed integer programming formulation

Next we provide a mixed integer programming formulation of the VRSP which is a modification of an existing formulation of the CVRP.

As stated in Laporte [5], one of the most successfully used formulations of the CVRP is the two commodity flow formulation introduced by Baldacci et al. [1]. Due to the polynomial number of constraints and variables, a direct implementation of this formulation in general purpose mixed integer programming software is sufficient to find a solution to the CVRP for moderately sized instances. Moreover, any cutting-plane designed for the CVRP, like for instance generalized capacity constraints [1], can be applied here as well.

Next, we briefly discuss the parts inherited from the VRSP model of Baldacci et al. and refer the interested reader to their paper for more details. Furthermore, we elaborate on the addition of deviation costs.

For all \((i, j) \in E\), let \( \xi_{ij} \) indicate whether edge \((i, j)\) is included in the new route. Next, let the variables \( x_{ij} \in \mathbb{R}_+ \) for \( i, j \in V \) be flow variables. When traveling from \( i \) to \( j \), \( x_{ij} \) might be interpreted as the load of a vehicle and \( x_{ij} \) the remaining capacity.

To model the deviation costs, the variable \( y_i \) is introduced for each location \( i \in V \), which indicates whether a route is deviating from location \( i \) onwards. Observe that for any route \( r \), \( \sum_{i \in V} y_i = \sum_{i \in r}(S_M, S, i) \).

In the following formulation we will use \( j_\ell \) to denote the set containing \( j \) and all locations which are visited prior to \( j \) on the same route in the master schedule. For a given master schedule \( S_M \), the mixed integer programming formulation of the VRSP is

\[
\text{(CF)} \min_{y \in \mathbb{R}_+^{V}, \xi \in \{0,1\}^{E}} \sum_{(i,j) \in E} c_{ij} \xi_{ij} + \sum_{i \in V} u_i y_i
\]

\[
\begin{align*}
\sum_{j \in V} (x_{ij} - x_{ji}) &= 2q_i & \forall i \in V' \\
\sum_{i \in V} x_{ij} &= \sum_{i \in V} q_i & \forall j \in V \\
\sum_{i \in V} x_{ij} &= Q \sum_{i \in V} q_i - \sum_{i \in V} q_i & \forall j \in V \\
\sum_{i \in V} x_{ij} &= Q \sum_{i \in V} q_i & \forall j \in V \\
x_{ij} + x_{ji} &= 2 & \forall (i,j) \in E \\
\sum_{j \in V} \xi_{ij} + \sum_{j \in V \setminus i} \xi_{ji} &= 2 & \forall i \in V' \\
1 &- \xi_{ij} \leq \sum_{k \in V} y_k & \forall (i,j) \in S_M, \quad i < j, j \in V' \\
1 &- \xi_{ij} \leq \sum_{k \in V} y_k & \forall (i,j) \in S_M, \quad i < j, j \in V' \\
0 & \leq \xi_{ij} \in \{0,1\} & \forall (i,j) \in E \\
x_{ij} & \in \mathbb{R}_+ & \forall i, j \in V'.
\end{align*}
\]
3.2. Phase 2: adding edges

of demand. The dashed lines correspond to edges that are
not yet present in the realization of demand. The vehicles have a capacity of 10 units
for each route at a location. The numbers next to the customers correspond
to the demand at these customers. The solid and dashed lines combined show the
edges that are used in the solution. The main criterion is to limit the total deviation costs that are incurred when removing edges from the master schedule and in the second phase new edges are added such that the obtained schedule is feasible and has low deviation costs. Next we describe the two phases in more detail.

3.1. Phase 1: removing edges

When choosing the edges that will be removed from $S_M$, the main criterion is to limit the total deviation costs that are incurred in the resulting schedule $S^{TP}$. For any route $r \in S_M$, the final edge is removed. Next, for each route the last edge is removed and this is repeated iteratively until the total demand of the remaining locations in $r$ does not exceed $Q$. Denote by $V$ the set of resulting isolated locations, these will be the rescheduled locations in $S^{TP}$. The result of Phase 1 is a rooted tree $S_1$ with root node 0 and vertex set $V \setminus V$, representing the set of incomplete routes. The total demand of the locations on any path from the root to a leaf is at most $Q$.

Fig. 1 shows an example of a network of a single depot and several customers. The solid and dashed lines combined show the original schedule. The numbers next to the customers correspond to a realization of demand. The vehicles have a capacity of 10 units of demand. The dashed lines correspond to edges that are removed during the first phase.

3.2. Phase 2: adding edges

In this phase, edges are added to the incomplete schedule $S_1$ such that it becomes a feasible schedule $S^{TP}$. This is done at minimal additional traveling costs. The problem that needs to be solved can therefore be defined as

$$S^{TP} = \arg\min_{S \in S_M \subset S_1} \sum_{i \in S} c_{ij}$$

(13)

This is an instance of the CVRP in which certain edges are fixed. In some standard CVRP software, it may not be possible to prescribe the use of certain edges in the generated solution. In these cases, (13) can be reformulated as a CVRP without fixing edges by using artificial customer locations as follows. Contract each path in $S_1$ from root to a leaf into a node. Let $V_{CR}$ be the set of these contracted nodes. The costs of using edges connecting any two vertices in $V \cup \{0, n+1\}$ remain unchanged. For $i \in V_{CR}$ let $c_{ij}$ be equal to the costs of traversing the edge starting at the depot and ending at the first location on the path contracted into $i$. Similarly, for $j \in V_{CR} \cup \{0\}$ let $c_{ij}$ be the costs of traversing the edge starting at the last location on the path contracted into $i$ and ending at location $j$. Furthermore, for $i \neq 0$ and $j \in V_{CR}$ let $c_{ij} = \infty$.

For each $i \in V_{CR}$, let $q_i$ be the total demand of the locations on the path contracted into $i$. Clearly, after the first phase of the heuristic, the demand $q_i$ for $i \in V_{CR}$ does not exceed the vehicle capacity $Q$. The demand for the locations in $V$ does not change.

Fig. 1. Example phase 1: removed edges from the master schedule.

Consider a solution to the CVRP problem defined on the complete graph with the set of customer locations $V_{CR} \cup V$ with demand and costs as defined above. As the costs of using an edge between any location in $V$ and any vertex in $V_{CR}$ are infinite, in an optimal solution any node in $V_{CR}$ will be preceded only by the depot. A feasible schedule to the VRSP is now found by expanding back all the contracted nodes.

The problem that has to be solved in the second phase of the heuristic is obviously an NP-hard problem as the CVRP can be reduced to it. Fortunately, in most practical cases, the size of this CVRP is small. This is due to the fact that the number of nodes is equal to the number of routes in the master schedule (these are the artificial nodes) plus the number of isolated nodes, which is relatively low.

Next we present some properties of the solution obtained by the two phase heuristic.

3.3. Properties of the two-phase heuristic

Consider the problem of finding a feasible schedule that minimizes the total deviation costs when a master schedule $S_M$ is given as follows:

$$U^* = \min_{S \in S_M} \sum_{i \in V} U(S_M, S, i)$$

(14)

In the next proposition it is shown that when the deviation costs are decreasing on each route, i.e. $u_i \geq u_j$ for $(i,j) \in S_M$, the deviation costs of the schedule obtained by the two-phase heuristic are equal to $U^*$ and that the number of rescheduled locations in this schedule is minimal.

**Proposition 1.** If the deviation costs are decreasing on each route, the two-phase heuristic produces a feasible schedule $S^{TP}$ such that the number of rescheduled locations and the total deviation costs are minimized.

**Proof.** For a feasible schedule $S$, denote by $V_3$ the set of rescheduled locations. We will next show that the minimum number of rescheduled locations is $|V_3|$, by proving that $V \subseteq V_3$ for any feasible
schedule $S$. Consider a location $j \in V$ and the route $r = (i_1, \ldots, i_n)$ in $S$. If $j \notin V_r$, none of the locations $i_1, \ldots, i_n$ are rescheduled and it must hold that $\sum_{i=1}^{n} c_{ij} \leq Q$. However, this contradicts the construction of $V$, hence $V \subseteq V_r$. As $V$ is the set of rescheduled locations in $S^{TP}$, $|V|$ is the minimum number of rescheduled locations.

Since $V \subseteq V_r$, any schedule $S$ deviates from the same locations onward as the schedule $S^{TP}$ or from earlier locations. As the deviation costs are decreasing on each route, the two-phase heuristic provides a schedule such that the deviation costs are minimized. □

Note that in order to determine the minimum number of rescheduled locations and the minimum deviation costs, one can apply the procedure described in the first phase of the heuristic, which does not require the construction of a schedule.

For certain values of the parameters, the schedule that minimizes the total deviation costs achieves the optimal value for the VRSP. This is in particular the case when the costs of deviating are very large relative to the traveling costs. In such a case the two-phase heuristic produces the optimal schedule for the VRSP, as stated in the next proposition. For notational convenience, let $u_{n+1} = 0$ and $u_i = u_i - u_j$ for all $(i, j)$ in the master schedule.

**Proposition 2.** Let $u_{\min} = \min_i c_i v_i$, $c_{\min} = \min_{i,j} c_{ij}$ and let $S^{TP}$ be the schedule produced by the two-phase heuristic. If

$$u_{\min} \geq \sum_{i \in V} (c_{0i} + c_{i,n+1}) - \left(n + \frac{\sum_{i \in V} q_i}{Q}\right)c_{\min},$$

then the schedule $S^{TP}$ is optimal.

**Proof.** For any schedule $S$ that is a feasible solution to the VRSP, let $Z_S = \sum_{i,j} c_{ij} s_{ij}$ denote the traveling costs and $U_S = \sum_{i \in V} U(S_M, S, i)$ the deviation costs. Note that $Z_S \leq \sum_{i \in V} (c_{0i} + c_{i,n+1})$. Since $\sum_{i \in V} q_i/Q$ is a lower bound on the number of vehicles that are needed, for every feasible solution $S$ to the VRSP it holds that $Z_S \geq (n + \frac{\sum_{i \in V} q_i}{Q})c_{\min}$. Therefore,

$$Z_S \leq Z_S + \sum_{i \in V} (c_{0i} + c_{i,n+1}) - \left(n + \frac{\sum_{i \in V} q_i}{Q}\right)c_{\min}.$$

Furthermore, $U_S = U^*$. If $S$ has at least one more rescheduled location than $V$, then $U^* + u_{\min} \leq U_S$. Hence, for $u_{\min} \geq \sum_{i \in V} (c_{0i} + c_{i,n+1}) - \left(n + \frac{\sum_{i \in V} q_i}{Q}\right)c_{\min}$, it follows that $Z_S + U^* \leq Z_S + U_S$.

(15)

If $S$ and $S^{TP}$ deviate from the same locations onward, (15) is always satisfied. This proves the optimality of $S^{TP}$ for all instances with $u_{\min} \geq \sum_{i \in V} (c_{0i} + c_{i,n+1}) - \left(n + \frac{\sum_{i \in V} q_i}{Q}\right)c_{\min}$. □

**Tight example.** To show that the bound on $u_{\min}$ cannot be improved, consider the following example. Let $V = \{0, 1, 2\}$ and $c_{ij} = c$, for all $i, j \in V$. The master schedule $S_M$ consists of a return trip to location 1 and a separate return trip to location 2. The demand realizations are such that $q_1 + q_2 \leq Q$ and therefore the two routes might feasibly be merged. Furthermore, let $u_1 = u_2 = u_{\min}$. There are only three feasible solutions to this VRSP. The master schedule can be used as a solution to the rescheduling problem and yields a total cost of $4c$. The other two solutions visit nodes 1 and 2 on one route and both have costs $3c + u_{\min}$. The two-phase heuristic will produce $S_M$. The resulting schedule will be optimal if and only if $u_{\min} \geq c = \sum_{i \in V} (c_{0i} + c_{i,n+1}) - \left(n + \frac{\sum_{i \in V} q_i}{Q}\right)c_{\min}$.

For specific problem instances the relative difference between the traveling and the deviation costs need not be high for the two-phase heuristic to produce the optimal solution. However, we are not able to provide a general guarantee for small relative differences. In Section 4, we analyze the impact of the numerical values of the deviation costs on the optimality of the solution obtained by the two-phase heuristic.

In the next proposition a worst case bound is provided on the ratio of the solution value of the solution provided by the two-phase heuristic and the optimum.

**Proposition 3.** The costs of using the routing schedule $S^{TP}$ produced by the two-phase heuristic are at most $\min(Q/q_{\min}, 2Q_{\max}/Q + \bar{Q})$ times the costs of the optimal schedule $S^*$ for the VRSP, where $q_{\min} = \min_{i \in V} q_i$, $\bar{Q} = \sum_{i \in V} q_i/n$, $c_{\max} = \max_{i,j} c_{ij}$ and $c_{\min} = \min_{i,j \in V} c_{ij}$.

**Proof.** Let the traveling costs and deviation costs of $S^{TP}$ be given by $Z_{S^{TP}}$ and $U^*$ respectively. Similarly, let the traveling and deviation costs of $S^*$ be given by $Z_{S^*}$ and $U_S$, respectively. Furthermore let $Z^* = \min_{i \in V} c_{ij} s_{ij}$. To prove the proposition, it is first shown that $(Z_{S^{TP}} + U^*)/(Z_{S^*} + U_S) \leq Q/q_{\min}$ and second that $(Z_{S^{TP}} + U^*)/(Z_{S^*} + U_S) \leq 2Q_{\max}/(Q + \bar{Q})c_{\min} + 1$. For ease of notation, assume $c_0 = c_{i,n+1}$.

In Simchi-Levi et al. [17, p. 220] it is proven that for the CVRP it holds that $2 \sum_{i \in V} c_i q_i \leq Q^2$. Now observe that

$$Z_{S^{TP}} \leq 2 \sum_{i \in V} c_i q_i \leq \frac{2}{q_{\min}} \sum_{i \in V} c_i q_i \leq \frac{Q^2}{q_{\min}},$$

which implies that

$$Z_{S^{TP}} + U^* \leq \frac{Q}{q_{\min}}(Z_{S^{TP}} + U^*) \leq \frac{Q}{q_{\min}} Z_{S^*} + U_S \leq \frac{Q}{q_{\min}} Z^* + U_S \leq \frac{2Q_{\max}}{Q + \bar{Q}} c_{\min} + 1.$$

Next, as $\sum_{i \in V} q_i/Q$ is a lower bound on the number of vehicles that are used, it follows that

$$Z_{S^{TP}} + U^* \leq \frac{Z_{S^{TP}} + U^*}{Z_{S^*} + U_S} \leq \frac{2Q_{\max}}{Q + \bar{Q}} c_{\min} + 1.$$

Here the strict inequality follows from $(a+b)/(c+b) < a/c + 1$ for $a, b, c > 0$. This concludes the proof. □

**Tight example.** In this example we show that the bound provided in Proposition 3 cannot be improved upon. Consider a problem instance of $n$ locations and let an arbitrary master schedule be given. Now let demand be given by $q_i = Q$ for all $i \in V$. Obviously there is only one feasible schedule, hence $(Z_{S^{TP}} + U^*)/(Z_{S^*} + U_S) = 1/q_{\min} = \min(Q/q_{\min}, 2Q_{\max}/(Q + \bar{Q})c_{\min} + 1)$.

4. Numerical experiments

In this section, results of numerical experiments are presented to provide insight into the sensitivity of the model with respect to different values of the deviation costs. Furthermore, the performance of the two-phase heuristic is evaluated empirically by applying it to several test cases.

The following settings are used for the generation of individual problem instances:

- $n$ customer locations are randomly generated according to a uniform distribution over a square with sides of length 20 units. The depot is situated in the center of the square.
- The traveling costs between two locations are equal to the Euclidean distance between them.
All vehicles have a capacity of 60 units.

Presumed demand is normally distributed with mean 5 and standard deviation 1.5, truncated from below to 1 and from above to 60.

Actual demand per location is normally distributed with standard deviation 1.5 and the demand average equal to 1.5 times the realization of the presumed demand, also truncated from below to 1 and from above to 60.

For each experiment, we indicate the corresponding deviation costs. For every problem instance, first a master schedule $S_M$ is generated by solving a CVRP using presumed demand. This is done either exactly or heuristically depending on the experiment at hand. Next a demand realization is generated to represent actual demand. The deviation costs will be specified for every individual experiment. As actual demand will typically be higher than presumed demand in our experiments, deviations from the master schedule will most often be necessary. These instances are inspired by a practical case in a retail chain with recurrent sales actions.

We have implemented the branch-and-cut algorithm by Baldacci et al. [1] to solve the CVRP to optimality. It uses their two-commodity flow formulation to find lower bounds. These are strengthened by separating capacity cuts using a greedy randomized algorithm. This algorithm is used to generate the master schedule in some instances and to solve the CVRP in the second phase of the two-phase heuristic. We use the same algorithm to solve the VRSP to optimality by adding constraints (8), (9) and (12) to the formulation. For the instances where the master schedule is found by solving a CVRP heuristically, we use the savings algorithm by Clarke and Wright [18].

All experiments are performed on a Pentium(R) Dual-Core CPU, E5800, 3.2 GHz with 4.00 GB of RAM. The branch-and-cut algorithm makes use of ILOG CPLEX 12.3 to solve the linear programming relaxations.

### 4.1. Impact of deviation costs

Recall that, by Proposition 2, for large values of $u_{\text{min}}$ with respect to the traveling costs, the two phase heuristic gives the optimal solution. It is, thus, interesting to study whether optimality is also obtained for lower values of $u_{\text{min}}$. We will refer to the lowest value of $u_{\text{min}}$ for which the two-phase heuristic produces the optimal schedule as the **critical level** and we will denote it by $u_{\text{critical}}$.

Next we will argue that in order to analyze $u_{\text{critical}}$ it is sufficient to look at the number of rescheduled locations in an optimal schedule. Note that the minimal number of rescheduled locations can easily be determined by applying the first phase of the rescheduling heuristic and, by Proposition 1, the solution of the two phase heuristic has the minimal number of rescheduled locations.

If an optimal solution has a minimal number of rescheduled locations, the locations that deviate in both the optimal solution and the solution provided by the two-phase heuristic are identical. Since the two-phase heuristic inserts the deviating locations such that the traveling costs are minimized, the schedule produced by the two-phase heuristic must be optimal. Hence, in order to assess the optimality of the schedule generated by the two-phase heuristic, it is sufficient to look at the number of deviations in the optimal schedule.

For the numerical experiments in this paragraph we use the following deviation costs. For each route $r$ in the master schedule and costs $u$, we assign deviation costs $(|r|+1-i)u$ to the $i$th location on $r$, where $|r|$ indicates the number of locations visited by $r$. Hence, $u_{\text{min}} = u$. We generate an instance with $u=0$ and solve it. Next, we repeatedly modify the deviation costs by increasing the value of $u$ by 0.125, and solve the modified instance. We repeat this until the two-phase heuristic provides the optimal solution for a modified instance.

Let us first look at the value of $u_{\text{critical}}$ for an example. Consider a single randomly generated instance of 25 customer locations. For this example, the upper bound on $u_{\text{critical}}$ given in Proposition 2 is equal to 349.65. As remarked in Section 3.3, the minimum number of rescheduled locations can be found beforehand by applying the first phase of the two-phase heuristic. The optimal schedules are found using a direct implementation of the two commodity flow formulation of the VRSP.

In Fig. 2 the number of rescheduled locations and traveling costs in the optimal solution is depicted, for different values of $u$. Notice that when $u=0$, all locations are rescheduled. However, as $u$ grows slightly above 0, a new schedule is found with less rescheduled locations but with equal traveling costs.

Fig. 2 illustrates the fact that the number of rescheduled locations in the optimal schedule decreases as $u$ grows. In this particular instance, the minimum number of rescheduled locations is 4 and the critical value is 4.25, a much lower value than the theoretical upper bound. However, the value of $u_{\text{critical}}$ is meaningless unless related to the traveling costs. Let $\tau_M$ be the average of the traveling costs over the edges used in the master schedule. For the example depicted in Fig. 2, $\tau_M = 4.13$, which can be considered very close to the critical level $u$ of 4.25.

We have repeated this experiment for 100 randomly generated instances. In 29 of the cases, $u_{\text{critical}}$ lies below 0.5$\tau_M$, in 61 cases...

![Fig. 2. Number of rescheduled locations and traveling costs.](image-url)
below $\tau_M$ and in 82 cases below $1.5\tau_M$. Observe that 53 of the critical levels do not differ more than 50% of the value of $\tau_M$. When we calculate the bound derived in Proposition 2, the two-phase heuristic could only have been guaranteed to generate the optimal schedule for $u \geq 102.4\tau_M$ on average.

Finally, we discuss the tradeoff between transportation costs and the number of rescheduled locations. The schedules with minimal traveling costs in the first example have a traveling cost equal to 137.1. Among these schedules the best in terms of number of rescheduled locations is a solution with 10 rescheduled locations. The schedule with minimal number of rescheduled locations is 10.8%, with standard deviation 5.1.

### 4.2. Algorithm performance

The performance of the two-phase heuristic is evaluated on multiple test instances. For these cases, deviation costs decreasing in locations per route are obtained by generating a positive cost $\delta_i$ for each customer $i \in V$. We use a normal distribution with mean equal to either 0.25$\tau_M$ or 0.75$\tau_M$ and a standard deviation of 0.5$\tau_M$. The cost decreases are truncated from below at 0. These parameters were chosen such that it is unlikely that the generated instances either revert to standard CVRP because all $u$ are near or equal to 0, or that they are sufficiently high so that the two-phase heuristic is guaranteed optimal.

The performance of the two-phase heuristic is compared to solving the VRSP to optimality using the branch-and-cut algorithm. For each instance a time limit of 1 h is maintained for both the heuristic and the exact algorithm.

In Tables 1 and 2 the results of computational experiments for instances of different sizes are presented. The master schedule is generated by solving a CVRP to optimality. For each value of $n$, representing the number of customer locations, 50 instances were generated. The instances used for Table 1 have an average deviation cost decrease equal to 0.25$\tau_M$ and the ones used for Table 2 have an average cost decrease equal to 0.75$\tau_M$.

Column BL2 shows the average value of the theoretical bound $\delta_i$ in Proposition 2, and the standard deviation in between brackets. Column BL3 presents the average worst case bound as described in Proposition 3, expressed in percentages, and the standard deviation in between brackets. Column $CD_{\text{TP}}$ shows, in percentages, the average difference between the cost of the schedule produced with the two-phase heuristic and the cost of the optimal schedule, and the standard deviation in between brackets. Note that these costs include both the traveling costs and the deviation costs. Finally, the values in $T_{\text{opt}}$ and $T_{\text{TP}}$ represent average running times in seconds of the exact algorithm and the two-phase heuristic respectively. As a master schedule was assumed to be given, the time needed to generate it is not incorporated. The column OPT not found indicates the number of instances out of 50, for which the optimal solution was not found within a 1 h time limit. These instances were not considered in the presented averages.

In these experiments, the total costs of the schedules generated by the two-phase heuristic are on average not more than 2.9% above the optimum in Table 1 and not more than 1.0% in Table 2. As can be seen in column BL3, this differs significantly from the theoretical performance bound in Proposition 3. As expected, the solutions produced by the two-phase heuristic are on average closer to the optimum for the instances with average cost decreases of 0.75$\tau_M$ than for the instances with average cost decreases of 0.25$\tau_M$.

Out of the 39 instances with low deviation costs for which the optimal solution is not found, a feasible solution was found for 14 instances using the branch-and-cut algorithm. The average difference in solution value with respect to the two-phase heuristic is 4.4%. The two-phase heuristic solved these instances using an average computation time of 262.17 s. Out of the 49 instances with high deviation costs for which the optimal solution is not found, a feasible solution was found for 23 instances using the branch-and-cut algorithm. The average difference in solution value with respect to the two-phase heuristic is $-0.7\%$. The two-phase heuristic solved these instances using an average computation time of 3.32 s.

### 4.3. Impact of the master schedule

Using an inefficient master schedule with respect to traveling costs, might affect the performance of the two-phase heuristic. When rescheduling using an inefficient master schedule, the traveling costs might be considerably reduced at the expense of deviating early in a route. In such cases, the two-phase heuristic will not perform well as it never generates unnecessarily early deviations. To investigate the effect of the quality of the master schedule on the performance of the two-phase heuristic, the experiment is repeated using instances where the master schedule is obtained by solving a CVRP heuristically using the savings algorithm by Clarke and Wright [18]. Tables 3 and 4 show the results of these experiments.

From the instances used in Tables 3 and 4 more are solved within the 1 h time limit than from the instances in Tables 1 and 2. Moreover, the average computation time of the exact method is...
Furthermore, we propose a two-phase heuristic that is capable of finding good solutions within a small amount of computation time. We have proven that this algorithm generates an optimal schedule when deviation costs are sufficiently high. Even when the deviation costs are not as high as required by our proposition, numerical experiments show that solutions of the two-phase heuristic are on average close to optimal. Moreover, for general problem instances, an analytical bound on the difference between the solution generated by the two phase heuristic and the optimum is presented. Numerical results indicate, however, that this analytical upper bound is extremely far from the actual difference. As in the second phase of this heuristic an instance of the CVRP, an NP-hard problem, has to be solved for the locations that need to be rescheduled, the computation time heavily depends on the number of isolated vertices after the first phase of the heuristic.
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