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Quick recap

minimize
θ ∈ M

E
[
L ( y , f

θ
( x ))

]Optimization problem

Structure

Expectation

Loss

Label Data

Model

Model parameters

• Design prediction model ŷ = fθ(x) and loss L

• Learn the model parameters approx. E with data at hand + solve the optimization problem

• Apply model to new data
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Learning paradigms
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Supervised learning

▶ Given a labeled dataset of input-output pairs: D = {(xi, yi)}N
i=1,

with xi: samples (e.g. images) and yi: labels

▶ The goal is to learn a predictive function: fθ : X → Y , parameterized by θ that
maps inputs to their corresponding label.

▶ Training consists of minimizing a supervised loss over the dataset:
minθ

1
N
∑N

i=1 L(fθ(xi), yi)
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Supervised learning

⇝⇝⇝ Labels provide the supervisory signal:
they explicitely tell the model what the correct output is.
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Limitations of supervised learning

▶ Data limitations
→ Still Requires labeled data⇝ expensive and time-consuming
→ Labels may be noisy, inconsistente or ambiguous

▶ Scalability limitation
→ Annotation cost grows linearly with dataset size
→ Many domains (medicine, rare events) have inherently limited labeled data

▶ Generalization limitations
→ Poor performance in low data regimes or under distribution shifts
→ Models learn task-specific representations⇝ do not transfer to other tasks

5
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Unsupervised learning

▶ Given an unlabeled dataset: D = {xi}N
i=1,

with xi: samples (e.g. images)

▶ The goal is to learn a function or representation: fθ : X → Z, parameterized by θ
that captures structure or regularities in the data: clusters, density, etc.

▶ Unsupervised learning aims to solve: minθ L(fθ(x), x) or maxθ log pθ(x), depending on
the model class.

▶ Unsupervised tasks:
• Density estimation: model pθ(x)
• Clustering: group samples by similarity
• Dimensionality reduction: find low-dimensional latent representations
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Unsupervised learning

⇝⇝⇝ No explicit supervisory signal,
learning is guided by intrinsic properties of the data. 7
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Limitations of unsupervised learning

▶ Ambiguity of objetives
→ Without labels, the model may learn structure that is irrelevant for some tasks

▶ Weak supervisory signal
→ Reconstruction or density estimation do not guarantee discriminative features

▶ Evauation limitations
→ No ground-truth⇝ evaluation of the results is often subjective or indirect

▶ Lack of semantic richness
→ Purely unsupervised features often fail to capture semantic concepts (e.g.

object identity)
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Semi-supervised learning

▶ Given a dataset composed of a small labeled subset, D = {(xi, yi)}Nℓ
i=1, and a large

unlabeled subset, D = {xi}Nu
i=1, with Nu >> Nℓ

▶ The goal is to learn a predictive function: fθ : X → Y , (same as supervised
learning), leveraging both types of data to improve performance.

▶ Training usually combines:
• Supervised loss on labeled samples:

Lsup = 1
Nℓ

∑Nℓ

i=1 L(fθ(xi), yi)

• Unsupervised loss (consistency/regularization) on unlabeled samples:
Lunsup = 1

Nu

∑Nu
i=1R(fθ(xi), xi)
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Semi-supervised learning

⇝⇝⇝ Assumption: Unlabeled data can reveal structure aligned with the supervised task
10
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Limitations of semi-supervised learning

▶ Data limitations
→ Requires large amounts of labeled data⇝ expensive and time-consuming
→ Labels may be noisy, inconsistente or ambiguous

▶ Quality of unlabeled data
→ Unlabeled data must follow the same distribution as the labeled data
→ Unlabeled data can harm performance

▶ Training instability
→ The unsupervised loss needs to be carefully chosen and tuned.

▶ Limited semantic gains
→ They are not better than supervised learning when labeled data is abundant
→ Often surpassed by self-supervised strategies
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Self-supervised learning

▶ Given an (usually big) unlabeled dataset: D = {xi}N
i=1

▶ We define a pretext task and generate labels from the data itself ypretexti

▶ Now we have a labeled dataset D = {(xi, ypretexti )}N
i=1 to train fθ in a supervised way

on the pretext task.

▶ The goal is that the pretext task should help fθ(x) to capture useful representations
that transfer to downstream tasks.

▶ Downstream task: the real task of interest (e.g., classification, segmentation, object
detection, etc.)

12
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Self-supervised learning

⇝⇝⇝ Use intrinsic structure in the data to create supervision without human labels.
13



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

Why self-supervised learning?

▶ Labels are expensive
→ Unlabeled data is abundant at (almost) no cost
→ Labels require expert knowledge and time

▶ Supervised learning is limited
→ A single label contains very few bits of information, discarding all other

information contained in images
→ Does not transfer to other tasks/datasets

▶ Unsupervised learning does not guarantee semantic features
→ Traditional unsupervised methods may capture irrelevant structure

▶ SSL scales naturally
→ SSL objectives operate on raw data at massive scale
→ Enables training very large models
→ Learns general-purpose, transferable representations 14
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Evaluation of self-supervised learning

→ Pretext task evaluation
→ Evaluate the representations

• Fine-tuning
• Linear probing
• k-NN evaluation
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Prior self-supervised learning

15
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Pretext task: Predict Rotations

Hypothesis: A model would be able to recognize the correct rotation of an object only if
it has the “visual commonsense” of what the object should look like unperturbed.

Image source: Gidaris et al. 2018 16
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Pretext task: Predict rotations

• SSL by rotating the in-
puts
• The model learns to pre-
dict the rotation angle
• 4-class classification
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Evaluation on semi-supervised learning

• Self-supervised learning on CI-
FAR10 (entire training set)

• Conv1 & Conv2 frozen
• Learn Conv3 & linear layers with
subsets of labeled CIFAR10 data
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Transfer learned features to supervised learning

• Self-supervised learning on ImageNet (entire training set) with AlexNet
• Finetuning on labeled data from Pascal VOC 2007.
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Pretext task: Predict relative patch locations

Image source: Doersch et al. 2015 20
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Pretext task: Solving “jigsaw puzzles”

Image source: Noroozi & Favaro, 2016.
21
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Transfer learned features

22
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Pretext task: Predict missing pixels (inpainting)

Pathak et al., “Context encoders: learning by inpainting”, CVPR 2016.
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Learning inpainting by reconstruction

Learning to reconstruct the missing pixels using autoencoders.

24
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Learning to inpaint by reconstruction

L(x) = Lreconstruction(x) + Ladversarial(x)

Lreconstruction(x) = ||M⊙ (x− Fθ(1−M)⊙ x)||22

with ⊙: element-wise multiplication and M a masked matrix with 1 if element is masked (else, 0)

Ladversarial(x) = max
D

E[log(D(x)) + log(1−D(F((1−M)⊙ x)))]

adversarial loss between “real” images and inpainted ones.
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Inpainting evaluation

26
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Transfer learned features

• Self-supervised training on ImageNet training set
• Transfer to classification (PASCAL VOC 2007), detection (PASCAL VOC 2007) and
semantic segmentation (PASCAL VOC 2012)

27



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

Pretext task: Colorization

Zhang et al., “Colorful Image Colorization”, ECCV 2016.
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Pretext task: Colorization

29
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Pretext task: Colorization

30
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Limitations

▶ Learn task-specific, non-generalizable features
→ Many early tasks encourage learning low-level cues (edges, textures, artifacts)

rather than semantic features.
→ Representations often do not transfer well to downstream vision tasks.

▶ Easy to solve via shortcuts
→ Models frequently exploit trivial correlations (e.g., border artifacts for jigsaw,

chromatic aberration for colorization).
→ The pretext task can be solved without true understanding of objects or scenes.

▶ Based on intuitions, with no theoretical guarantees
→ Pretext tasks (rotation, inpainting, colorization…) were designed based on

heuristics, with no guarantee that solving the task yields useful representations.
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Families of self-supervised learning models today

Balestriero et al., “A cookbook of self-supervised learning”, 2023. 32
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Contrastive Learning

32



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

Contrastive representation learning

Goal: To learn an embedding space in which similar samples are close
to each other while dissimilar ones are far apart.

Khosla et al., “Supervised Contrastive Learning, NeurIPS 2020.
33
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A more general pretext task?

34
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Contrastive representation learning

35
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Contrastive representation learning
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A formulation of contrastive learning

We want:
score(f(x), f(x+)) >> score(f(x), f(x−))

with x: reference sample; x+: positive sample; x−:negative sample.

Given a score function we aim to learn a function f that yields high score for positive
pairs (x, x+) and low scores for negative pairs (x, x−)

36
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A formulation of contrastive learning

Loss function given 1 positive sample and (N-1) negative samples

L = −EX

[
log

exp (s (f(x), f(x+)))
exp (s (f(x), f(x+))) +

∑N−1
j=1 exp(s(f(x), f(x−j )))

]
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A formulation of contrastive learning
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[
log
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j=1 exp(s(f(x), f(x−j )))

]

Does this look familiar?

⇝⇝⇝ Cross-entropy loss for a N-way softmax classifier!
→ learn to find de positive sample among N samples
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A formulation of contrastive learning

Loss function given 1 positive sample and (N-1) negative samples

LInfoNCE = −EX

[
log

exp (s (f(x), f(x+)))
exp (s (f(x), f(x+))) +

∑N−1
j=1 exp(s(f(x), f(x−j )))

]

▶ Commonly known as InfoNCE loss
▶ It is a lower boundof themutual information between f(x) and f(x+)

MI(f(x); f(x+))− logN ≥ −LInfoNCE

van den Oord et al., “Representation learning with contrastive predictive coding”, 2018.
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SimCLR: A simple framework for contrastive learning

▶ Cosine similarity as the score function:

s(u, v) = u⊤v
||u|| ||v||

▶ Use a projection head g(·) to project fea-
tures into the space where contrastive
learning is applied

▶ Generate positive samples through data
augmentation
→ random cropping, color distortion, flip,
rotations, gaussian blur, etc.

Chen et al., “A simple framework for contrastive learning of visual representations”, ICML 2020. 40
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SimCLR: Generating positive samples from data augmentations

41



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

SimCLR: algorithm

42
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SimCLR: algorithm
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SimCLR: algorithm
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Evaluation: Training linear classifier on SimCLR features

▶ SSL training on ImageNet (entire training
set)

▶ Freeze feature encoder, train a linear
classifier on top with labeled data.
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Evaluation: Semi-supervised learning on SimCLR features

▶ SSL training on ImageNet (entire training
set)

▶ Fine-tuning with small subset of the
training labels
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Some design choices: the projection head

Projections heads improve the representations

Possible explanation:
→ Contrastive learning discards useful information

for downstream tasks in the last layers
→ Representation space z is trained to be invariant

to data transformation
→ The projection head g allows to preserve more in-

formation in h

45
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Some design choices: large batch size

Large training batch size is crucial
for SimCLR!

However:
→ Large batch sizes causes large memory

usage
→ Requires distributed training on GPUS

MI(f(x); f(x+))− logN ≥ −LInfoNCE
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Momentum Contrastive Learning (MoCo)

Key differences to SimCLR:
▶ Keep a running queue of keys (neg-
ative samples)

▶ Compute gradients and update the
encoder only through the queries

▶ Decouple mini-batch size with the
number of keys→ can support large
number of negative samples

▶ The encoder is slowly progressing
updated with EMA:

θk ← mθk + (1−m)θq

He et al., “Momentum contrast for unsupervised visual representation learning”, CVPR 2020. 47
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MoCo algorithm

48
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MoCov2

A mix of ideas from SimCLR and MoCo:
→ From SimCLR: non-linear projection head and strong data augmen-

tation
→ From MoCo: momentum-updated queues that allow training on a

large number of negative samples

49
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MoCo vs. SimCLR vs. MoCov2

▶ Non-linear projection head and strong
data augmentation are crucial for con-
trastive learning

▶ Decoupling batch size with negative
sample size allows MoCoV2 to outper-
form simCLR with smaller batches

▶ Much smaller memory footprint!
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Contrastive learning: takeaways

→ A general formulation of contrastive learning:

score(f(x), f(x+)) >> score(f(x), f(x−))

→ InfoNCE loss: N-way classification among positive and negative samples

LInfoNCE = −EX

[
log

exp (s (f(x), f(x+)))
exp (s (f(x), f(x+))) +

∑N−1
j=1 exp(s(f(x), f(x−j )))

]

→ Lower bound of the mutual information between f(x) and f(x+)

MI(f(x); f(x+))− logN ≥ −LInfoNCE
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Self-distillation

51
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Self-distillation

What is distillation?
In machine learning, knowledge distillation or model distillation is the process of
transferring knowledge from a large model to a smaller one.

52
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DINO: Self-distillation with no labels

53
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DINO

▶ Teacher-student framework
→ Student: trained by gradient descent
→ Teacher: updated as an EMA of the student (no

backprop)
▶ View-based learning
→ Different augmentations of the same image are

fed to student and teacher
▶ Student trained to match teacher’s predictions
→ Outputs are probability distributions
→ Loss: cross-entropy between student and

teacher predictions

Caron et al., “Emerging properties in self-supervised vision transformers”, ICCV 2021. 54
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DINO: the algorithm

55



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

DINOv2

56
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Masked Image Modeling
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Masked AutoEncoders (MAE)

Learning to reconstruct the image from a very corrupted input

He et al., “Masked Autoencoders Are Scalable Vision Learners”, CVPR 2022. 57
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MAE: architecture

⇝⇝⇝ ViT-based encoder-decoder architecture
58
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MAE: how does it work?

▶ Split image into patches (like in ViT)

▶ Mask a very large proportion (e.g. 75%) of
these patches
→ Hight masking ratio makes de task chal-
lenging and meaningful

▶ A ViT encodes only unmasked patches
→ less data allows for bigger encoder

▶ Masked & unmasked patches are decoded
using a smaller ViT

▶ Reconstruction error is measured on masked
patches only

59
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MAE encoder

▶ Receives only the visible (unmasked) patches, typi-
cally ∼ 25% of the input

▶ Maps patches to tokens using a linear embedding
and positional encodings

▶ Applies a stack of transformer blocks to produce la-
tent representations

▶ The reduced sequence length allows using a large
encoder with limited computational cost
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MAE decoder

▶ Concatenates the encoder outputs with learned
mask tokens

▶ Applies transformer blocks followed by a linear pro-
jection to reconstruct pixel (or patch) values

▶ Smaller and lighter than the encoder

▶ Discarded after pretraining; only the encoder is
used for downstream tasks

61
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Reconstruction

• MSE (Mean Squared Error) in the pixel space, between input image and
reconstructed image.

• This loss is computed on masked patches only:

LMAE =
1
M

∑
i∈M
||xi − x̂i||2,

with xi the i-ème patch, x̂i its reconstructed version, M the set of patches and
M = |M|
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Design choices and ablation studies

So many modeling and hyperparameters choices!

• Masking ratio

• Decoder depth

• Decoder width

• Mask token (use it or not in encoder)

• Reconstruction target

• Data augmentation

• Mask sampling method
63
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Design choices and ablation studies

So many modeling and hyperparameters choices!
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Results

Reconstruction results

Comparisons with other SSL methods
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Foundation Models

65
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What are Foundation Models?

Bommasani et al., “On the opportunities and risks of foundation models”, 2021. 66
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Foundation Models

Goal: One model to rule them all!

A foundationmodel is anymodel that is trained on broaddata (generally
using self-supervision at scale) that can be adapted (e.g., fine-tuned) to
a wide range of downstream tasks.

Key ingredients:
→ Large scale training data
→ Self-supervised pre-training
→ Transfer learning
→ (Ideally) can integrate multiple modalities (e.g. images

& text)

67
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What are Vision & Language models?

⇝⇝⇝ Models that jointly learn from images and text

Image by Elliot Desmond. Adapted from XKCD.
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CLIP

Goal: Learn image and text embeddings

▶ Matching images and texts are close, and
non-matching pairs are pushed apart.

▶ Uses contrastive learning (InfoNCE loss)

LInfoNCE = Ez,z′pos∼p(Z,Z′)

z′neg∼p(Z′)

[
log

exp sim(z,z′pos)∑
z′neg

exp sim(z,z′neg)

]

Radford et al., “Learning transferable visual models from natural language supervision, ICML 2021.
van den Oord et al., “Representation learning with contrastive predictive coding”, 2018.
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CLIP

Goal: Learn image and text embeddings

▶ Matching images and texts are close, and
non-matching pairs are pushed apart.

▶ Uses contrastive learning (InfoNCE loss)

LInfoNCE = Ez,z′pos∼p(Z,Z′)

z′neg∼p(Z′)

[
log

exp sim(z,z′pos)∑
z′neg

exp sim(z,z′neg)

]

⇝ CLIP has the ability to match images
with natural language concepts.

Radford et al., “Learning transferable visual models from natural language supervision, ICML 2021.
van den Oord et al., “Representation learning with contrastive predictive coding”, 2018.
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CLIP

Goal: Learn image and text embeddings

How it works?

▶ Take a batch of image–text pairs and en-
code them

▶ Compute a similarity matrix between all
image–text combinations in the batch.

▶ The true pair should have the highest
similarity.

▶ Optimize a symmetric LInfoNCE

Radford et al., “Learning transferable visual models from natural language supervision, ICML 2021.
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CLIP was a change of paradigm

CLIP enabled:
▶ Zero-shot classification on any label set

→ By using prompts like “A photo of a [class]”
▶ Open-vocabulary recognition

→ Detect or segment categories never seen during
training.

▶ Text-image and image-text retrieval

Radford et al., “Learning transferable visual models from natural language supervision, ICML 2021.
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CLIP was a change of paradigm

CLIP enabled:
▶ Zero-shot classification on any label set

→ By using prompts like “A photo of a [class]”
▶ Open-vocabulary recognition

→ Detect or segment categories never seen during
training.

▶ Text-image and image-text retrieval

⇝ CLIP enabled flexible, language-driven image understanding

Radford et al., “Learning transferable visual models from natural language supervision, ICML 2021.
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CLIP results
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CLIP results

72



Introduction Early SSL Contrastive Learning Self-distillation Masked modeling Foundation models

Many flavors of VLMs

▶ Different training strategies:
→ Contrastive
→ Masked modeling
→ Generative

▶ Many applications!!
73
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Final words

▶ Self-supervised learning changed how we build models

→ We no longer train models for a single task, but to learn representations from
data itself

→ Pretraining becomes the central step; downstream tasks become adaptations

▶ Foundation models are the natural next step
→ Large-scale self-supervised training on diverse data
→ One model → many tasks, domains, and modalities
→ Vision, language, and multimodal models now share a common paradigm

⇝⇝⇝ The goal is no longer to solve one task, but to learn a reusable foundation.
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