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**Introduction:**

According to Gartner\(^1\), 5.8 Billion Enterprise and Automotive IoT endpoints will be in use at the end of 2020 while Statistica\(^2\) shows that IoT enablers solutions (such as Cloud, analytics, security) will reach 15 Billion of euros in the European Union market by 2025. However, these IoT devices have not enough resource capacity to process the data collected by their sensors making these devices vulnerable and prone to attack. To avoid processing data within the IoT devices, the trend is to outsource the sensed data to the Cloud that has both resourceful data storage and data processing. Nevertheless, the externalized data may be sensitive, and the users may lose privacy on the data content while allowing the cloud providers to access and possibly use these data to their own business. To avoid this situation and preserve data privacy in the Cloud datacenter, one possible solution is to use the fully homomorphic encryption (FHE) that assures both confidentiality and efficiency of the processing. In many smart environments such as smart cities, smart health, smart farming, industry 4.0, etc. where massive data are generated, there is a need to apply machine learning (ML) techniques, hence contributing to the decision making to act on the smart environment. Indeed, the challenging issue in this context is to adapt the ML approaches to apply them on encrypted data so that the decision taken on encrypted data can be reported on the cleartext data.

**Context**

A large amount of data is increasingly collected from different devices such as health devices, automotive equipment, smart home, industry 4.0. On the other hand, machine learning and statistical techniques are powerful tools for analyzing massive data [1]. However, ML on sensitive data (such as medical data) requires a special attention regarding privacy concerns and regulations. FHE enables computation over encrypted data [2, 3] preventing third parties (such as cloud providers) from accessing the cleartext data. This motivates the use of computational intelligence techniques such as ML on outsourced data.

Rivest et al. in [4] investigated the concept of computing over encrypted data called “privacy homomorphism”, Gentry [5] introduced the first FHE and others [6-8] proposed more efficient schemes. While authors investigated privacy-preserving applications FHE [9, 10] for medical data either in Cloud or IoT context, others introduced ML models with FHE in medicine as surveyed in [1]. In 2017, authors in [11] trained logistic regression models on encrypted data by modifying the optimization function. Bost et al. [12] presented a privacy-preserving method for naïve Bayes classification while several works consider FHE to achieve private classification of encrypted data over neural networks [13, 14, 15, 16, 17, 18].

Despite the existing works, as stated above, that deal with privacy preservation using ML models, to the best of our knowledge there is no research work that handles missing encrypted data. In fact, in many smart applications, we can have a broken device that cannot produce any data or any IoT device that has connection problem avoiding the reception by the Cloud provider of encrypted data from the data source.

---


Objective

This PhD thesis is a cooperative research work between two teams ROC and MSDMA of CEDRIC Lab. It aims at exploring the use of ML & FHE in smart applications where IoT devices collect sensitive data to outsource them on untrusted Cloud datacenter for computing thanks to ML models.

While neural networks are intensively studied with FHE, other models are less explored. The objective of this PhD thesis is twofold:

- First, we explore new other ML models with FHE that can be suitable in IoT/Cloud context to preserve privacy. The challenge is to carry out the appropriate modification of the ML model with FHE while considering a complete encrypted dataset in the Cloud server.
- Second, we assume missing encrypted data among the dataset the Cloud to design an appropriate solution that handles FHE as well as missing data.

Methodology

The methodology to adopt must follow the different steps:

- The research work must start with a state of the art to study the ML models that handle FHE.
- Based on the constraints of the smart applications, the PhD student must identify a supervised ML technique and propose an approach dealing with FHE. Based on benchmark datasets, this approach will be compared to the ML technique using cleartext data.
- The method will be then compared to the state-of-the-art supervised ML methods. Comparison will be in terms of security, scalability and accuracy.
- As a second phase, the PhD student will consider a scenario that is characterized by missing data to investigate suitable methods handling missing values in such settings. Matrix completion techniques [19, 20], multiple imputation methods [21, 22] or maximum likelihood approaches [23] will be investigated.
- Adapt the chosen method to handle FHE as well as missing data, test the proposed approach with several datasets.

Planning

1. During the 1st year:
   - 6 months: state of the art.
   - 6 months: first proposed approach ML & FHE.
   - First paper to submit in a conference based on this research work

2. During the 2nd year:
   - 5 months: Generalization and test of the model
   - 1 month: Second paper to submit to a journal
   - 6 months: Study of approaches with missing data.

3. During the 3rd year:
   - 6 months: Design of a solution with missing data and submit a journal paper
   - 6 months: write the PhD dissertation.
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