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CEDRIC, France

Rapid Prototypingwithinavirtual environment offersnew possibilitiesof working. In
order toreducethedesigntimeand definebetter specifications, concurrent engineering shall
be addressed at the early stage of a concept phase. The presentation defines different
concepts namely Virtual Prototyping, Rapid Prototyping and Virtual Early Prototyping.
VEP improves the Rapid Prototyping providing important leverage on the problem of
collaboration.

The state of art shows that the current solutions offer alimited collaboration. Within
the context of an extended team, the solutions do not address how to move easily from one
style of working to another one. They do not define how to manage the rapid design of a
complex product. Moreover, the different propositions suffer mainly fromthe client-server
approachthatisinefficientinmany waysandlimitsthe opennessof thesystem. Oneexplains
alsothat thelnternet protocol sarebest suited to devel op collaborative serviceswithinaVEP
system. That stateof art enablesto explainthat CORBA, MPEG-4 and multimediaprotocols
are not adapted to solve the problem of collaboration.

A case study is used to show that our solution enables an efficient collaboration. The
paper presents a global methodol ogy enabling different styles of work. Thus, an extended
team manages easily the concurrent design of a complex product. A way to start a project
among ageographically dispersed team is proposed. It enablesto manage different design
teams in a secure way over the Internet. Afterwards, the different teams reach a kick-off
meetingto set-uptheinitial proposal of thespecification. Then, eachteamworksonasystem
design in a distributed and collaborative way. Thus, private works are merged and
consolidated easily. Work reviews solve the interdependencies between the different
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systems. At last, a project review enables to conciliate the different proposals into a
satisfying solution. Our solution provides practical advantages namely a design in context
to avoid speculation by default, amethod breaking down the complexity, adecrease of the
design time and an increase of the quality.

The case study is derived into a set of general requirementsfor aVVEP tool. Thus, the
major functional servicesareidentified.

Afterwards, the paper presents a new solution to satisfy the VEP requirements. It
proposes hew collaboration services that can be used to distribute avirtual scene between
the designers. Our solution, called the Distributed Building Site Metaphor, enables project
management, meeting management, parallel working, disconnected work and meetingwork,
real timevalidation, real timemaodification, real timeconciliation, real timeawareness, easy
motion between these styles of work, consistency, security and persistency.

In contrast withthe other solutions, our servicesenabl eparallel work while preserving
consistency. These services do not require or implement areliable multicasting. They are
fully distributed and do not require any specific quality of service from the under-laying
network. DBSM can add collaboration to any standalone application.

INTRODUCTION

M otivation

Virtual Early Prototyping enablesconcurrent engineering at theearly stageof aproduct
design. Most of the time, an important part of a product cost is charged during the design
phase. But tools to reduce the time to design a product and to examine different design
alternativesare missing. V EP addresses the concept phase of aproduct development where
most of the design choices are made. So, the concept phaseiscritical for the quality and the
cost of the product. A VEPtool must authorize different designersto make quickly the best
virtual prototype through alarge set of design alternatives. So, the workers must work to
explore quickly and easily different design alternatives. The concept design activities of a
complex system can be performed in project-oriented teams that have important and tight
deadlines. Concept design isnot limited to asingle enterprise. Members of aglobal design
force caninclude partners, suppliers, contractorsand customers. That global designforceis
organized into several design teamsresponsiblefor the different systems. The best specifi-
cationsmust be defined by these different teamsthrough successiveiterationswhilemixing
easily individual works, alternativesfor the different systemsand conciliation milestoneto
reach aglobal specification. That extended team must collaborate freely and easily without
forcing agiven enterprise to have more privilege and information than others. At the same
time, the design environment must provide the ability to respect the responsibilities and
expertise of the different members.

Collaborative systemsfocus on natural social interactionsthat let people easily move
between different styles of work. They propose metaphorslike [ Greenberg, 1998] that ease
peopl€’s transitions across the different styles of work. Generally, the room metaphor is
considered as a container for several documents and space where workers meet. Thus,
workerseasily movefromoneroomto another and canintroduce documentsinthedifferent
rooms. But, these coll aborati on metaphorsdo not addresstheway designerscan collaborate
at the concept phase of complex engineering products. Moreover, these collaborative
systems do not manage virtual shared worlds.
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Industrial solutionslike[Dassault, 1998] start from a3D representati on of the product.
They authorize mainly a design review that is alimited style of collaboration. Some like
[Hewlett-Packard, 1999] offer adirect modification of the shared 3D world but they use a
central server to achieve aconsistent update. These solutions are not easy to use since they
do not address clearly how the designers can cooperate freely and efficiently. For example,
they do not support mobile working, iterative validation and conciliation. Moreover, a
central server isnot an open solution because it requires a unique enterprise to collect the
shared world. Centralization has al so some usability drawbacks since each participant must
have an account and sufficient right before being ableto work. Thus, acentral management
deprived the participant of their know-how, data management and rights. Moreover, these
solutions do not support an easy motion between different stylesof work. For example, itis
not simplefor mobileworkersto prepare proposal sfor aglobal task bef orereaching meeting
toconciliatethedifferent proposalsinreal time. Generally, current solutionsaddressasingle
way of working which isthe meeting and tackle mainly the design review.

Thus, metaphors are missing to achieve concurrent engineering at the early phase of a
complexindustrial product. First, collaborativemodel sdonot tacklevirtual prototyping. Second,
Computer Aided Design (CAD) systems only support alimited style of collaboration.

On the other side, the distributed virtual environments are guided by the historical
reguirements coming from the simulation of battlefields. Thus, [Barrus, 1996] [Defense
Modeling and Simulation Office, 1997] [Broll, 1998] [Hagsand, 1996] [Madedonia, 1995]
consider mainly how reducing the network traffic due to ahigh number of moving objects.
Generally, away todividestatically or dynamical thesceneisprovidedfor scalability. These
systems do not support paralel working [Barrus, 1996] or do not guaranty the work
consistency [Defense Modeling and Simulation Office, 1997] [Broll, 1998] [Hagsand,
1996]. Moreover, client-server pitfalls[Broll, 1998] [Hagsand, 1998] or quality of service
regquirements [ Defense Modeling and Simulation Office, 1997] limits these solutions.

Thus, adapted distributed virtual environmentsaremissing. First, despitethey claimto
be, the current environments do not address the concurrent engineering requirements
becausethey do not preservetheconsistency or limit theability of parallel working. Second,
they do not addresshow to moveeasily from different stylesof work and to support different
kinds of collaboration and conciliation. Third, acentral server introduces a bottleneck and
afailure point in the system. At last, the different Quality of Service (QoS) approaches do
not inter-operate and are yet poorly deployed on the Internet. So, requiring a specific QoS
fromtheunder-laying network forcesthepartici pantsto sharethe samenetwork architecture
and limit the ease of deployment and the openness of the solution.

As the industrial solutions and propositions from the literature do not address the
collaboration services well at the early stage of a product design, this paper defines the
Virtual Early Prototyping requirements. It shows that the Distributed Building Site Meta-
phor (DBSM) provides a good solution that satisfies these requirements. Our metaphor
enabl es a real-time collaborative design and parallel work within a virtual shared world
while preserving the consistency of the design when multiple participants are working on
simultaneously. It enables different styles of work like mobile working on aglobal design,
meeting, real timedesign, real time review, real time conciliation and real time validation.
DBSM canbeusedfor both co-located and distributed work. Itisafully distributed approach
without any central server. Thesolution doesnot requireany specific quality of servicefrom
the under-laying network. It can be deployed over the standard Internet architecture while
providing arobust authentication and confidentiality. Asthe solution consumes areduced
bandwidth, low links can provide areal time work.
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Chapter Organization

Section BACKGROUND provides definitions and discussions of the collaborative
virtual environments. It incorporatesastate of art that givesan up-to-date overview of both
3D collaborative systems and distributed virtual environments. This section explains also
why existing communication standards like CORBA [Object Management Group, 1999],
MPEG-4[Eleftheriadis, 1998] and real time protocolscannot hel p devel oping collaborative
services for a VEP system. It shows however that GroupWare tools and multimedia
environments can be used as complementary technol ogies during distributed sessions.

Section USE CASE IN AN EXTENDED TEAM presentsthe style of collaboration that
is supported by our VEP solution. It shows how the participants set-up a design project.
Different aternatives will be design concurrently starting from an elementary proposal.
Participants resolve conflicts through a day-to-day consolidation.

Section REQUIREMENTS defines a compl ete set of requirements for collaborative
VEP environments. Theserequirementsaddressfunctional needslike project management,
meeting management and shared world consistency but al so non-functional constraintslike
the ease of deployment over the Internet and heterogeneity support.

Section THE DISTRIBUTED BUILDING SSTE METAPHOR describes DBSM that is
a fully distributed solution. It uses regular email during the initial phase of a project
establishment. Afterwards, the collaboration services are fully distributed using only
multicast communications that are available on any standard Internet Protocol (IP) suite.
DBSM isthus fully supported by the Internet architecture.

Section ADESIGN PATTERN APPROACH FOR DBSM IMPLEMENTATION intro-
duceshow DBSM can beimplemented using Design Patterns. More precisely, it focuseson
two important patterns solving respectively distributed designation and automatic scene
aggregation problems.

Finally, the section CONCLUS ON givesthelessonslearned and further directionsto
improve the solution.

BACKGROUND
Definitions

Virtual Prototyping

Itisaway of designing amanufacturing product using a CAD system. These systems
aremainly devoted to have a 3D representation of the product. Each piece of the product is
finely drawn showingany internal detail of that piece. Thesesystemsenableahighnumerical
precision of the3D prototype. UsingaCAD systemrequiresalong-termtraining. Moreover,
designing a product with a high numerical precision is a long-term activity. So, a time
consuming designisthe priceyou should pay to have aprecisemodel and 3D representation
of your product. Themajor CAD systemisCATIA from Dassault Systems. Itiswidely used
in different branches of activities like aeronautic or automotive building.

Rapid Prototyping
Itisapre-design of amanufacturing product during the concept phase of an industrial
product. A Rapid Prototyping system authorizes a 3D representation of the product. In
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contrast with Virtual Prototyping, adesigner does not make yet a precise prototype. At this
stage, Rapid Prototyping makes the main pieces of the product emerging only gradually as
his ideas evolve. The different pieces of the product are roughly defined. At this stage, a
designer does not think to the internal details of each piece of his product. In contrast with
a CAD system, a Rapid Prototyping system is easy to learn. Moreover, defining a rough
model requires only a couple of hours.

Virtual Early Prototyping

It is an improvement of the Rapid Prototyping concept. Virtual Early Prototyping
occurs also during the concept of a product development. It is another tool to make a 3D
representation of thedevel oped product with thesamefunctionality thanaRapid Prototyping
system. In contrast, Virtual Early Prototyping offersabetter level of designand high degree
of interaction. For example, CoCreate OneSpace [Hewl ett-Packard, 1999] isabasic virtual
early prototyping. Thus, time to design decreases while the quality of the specification
increases.

First, it enables to evaluate advanced characteristics of the product at the early stage
of the development. For example, atool like CATIA [Dassault, 2000] checksinterference
between components. It can propose automatically modificationsto respect thesefunctional
rules. Thus, the system goes one step further in the designer’ s assistance.

Second, the human-machine interactions are easy than ever with an ergonomic
interface that i s adapted to the major operations carried out by adesigner. Thus, the system
isnot ageneral-purpose tool with inadeguate services but proposesthe best practicesto the
designer. For example, best practicesfor theair conditioning designisawidget enabling to
routeautomatically theair conditioner with thedifferent air ventsand computetheflow (i.e.
debit and pressure) at each air vent.

Third, human-to-humaninteractionsare supported. Different designerswithaspecific
knowledge participate and debate the baselines of the future product. Here, the different
participants examine several alternativesin order to achieve the best specifications taking
into account the expertise of each designer and satisfying the major requirements of the
product. For example, electricians and hydraulicians collaborate to design a new product.
Different teamsareformedtodesignin parallel thedifferent systemsinaccordancewiththe
product requirements. Each designer can propose different alternatives (i.e. 3D objects)
connectedwith others' work (i.e. other 3D objects). Thesedifferent alternativeswill beused
to define the best specification. The different works are related with each other by day-to-
day consolidation. A validation and conciliation phase enables to respect the global
reguirements. For example, the el ectrician respectsminimal distanceswiththefuel system.

Human-Human interactionstake place within a 3D scenethat is managed through
avirtual environment. Thus, Human-Human interactions can be transported by a scene
modification. Typically, aparticipant createsanew 3D object that istaken into account
by the other participants later on. For example, while traveling the el ectrician uses his
laptopto createanew electric systemwithinthe 3D scene. Despitethat mobilework, the
electrician will share the proposed system as soon as possible by initiating a meeting
with the concerned people. Thus, other designerswill work in accordance with that new
electric system.

Human-Human interactions are easy to use and support different styles of work.
The system does not give any unnecessary rightsto agiven participant evenif heisthe
leader of the project. Thus, the expertise and property rights of the extended team are
respected.
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State of the Art and Justification of the Approach

Different aspectsare considered in this section. First, industrial prototyping systems
are briefly described in order to show the proposed services and their implementation.
Second, different solutionsof distributedvirtual reality arepresented. AsaV EPsystemmust
provide efficient Human-Human interactions and collaboration within a 3D world, it is
important to seeif propositionsfromtheliterature can be used to devel op the system. Third,
an overview of different communication standards show which ones are best suited to
develop aVEP system.

Throughout this section, emphasisis put on services that are missing for aVEP tool.
Thus, thereader hasafirst level of understanding of therequired services. At the end of the
section, ajustification of our solution is given with contrast to the other proposals.

Industrial Prototyping Systems

CATIA 4D Navigator

[Dassault, 1998] provides a collaborative navigation of the scene through synchroni-
zation of viewpoints, tel epointers and annotations. Thus, asimpleform of designreview is
achieved. Typically, the designers share one viewpoint. One designer actively pilots the
viewpoint throughout the 3D sceneto conduct avisual inspection of the work. The passive
designers fly through the scene as controlled by the pilot. Thus, the system allows
simultaneousviewing of thesceneby multipl e participants. Each partici pant hasatel epointer
that is transmitted to the distant participant. Basically, atelepointer enables to locate the
corresponding partici pant within the scene. Each participant can use histel epointer to show
adirection or make an annotation. Thus, the participants share the same scene, the same
viewpoint and observe the different pointers. 4D Navigator provides the ability to make
notes, request design modificationsor ask questionsthrough an onlineredlining capability.

GroupWaretoolkitslikeMicrosoft NetM eeting can beusedtorun4D Navigator. Thus,
the designers can make a videoconference during the 4D Navigator session. So, they talk
with each other using the voice transmission of the GroupWare toolkit. Typically, voice
hel ps to comment on the annotations achieved during the review.

On a communication point-of-view, 4D Navigator uses a server that broadcasts the
sceneand position of theviewpoint to each participant. So, thisisaclient-server architecture
without any advanced distribution mechanism.

Thisproduct islimited to design review asonedesigner cannot modify directly the 3D
scene (i.e. adding anew 3D object) with distant designers having areal time awareness of
themodifications. Thereisno possibility for agiven worker to makeaprivateimprovement
of the scene before adding the modificationsto the shared scene. Thus, mobiledesign of an
extended team is not supported. Real-time conciliation of the shared sceneisnot supported
since real-time modification of the shared scene is not permitted.

CoCreate OneSpace

[Hewlett-Packard, 1999] proposes better collaboration services. Like [Dassault,
1998], designersmakedistributed review meetings. Onthesameway, shared viewpointsand
pointers are proposed and the system enabl es a simultaneous viewing.

Themagjor differenceisthepossibility to modify on-the-fly the scene. For example, one
participant creates anew 3D object by activating a modification command. The character-
istics of the newly created object are sent to all connected participants in the form of a
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graphical update. Thisincremental update guaranteesthat all participants see the results of
the modification immediately.

The communications use a client-server architecture. After the initial upload of the
scene, the participating stations render the 3D scene locally. Typically, a station sends a
commandtotheserver. Theserver processesthe command and sendsanincremental update
to the different stations. The network traffic is reduced but the server has to compute the
updatethat hasto be sent. So, theload of the server can be highif each participant sent abig
number of commands.

The server has to be administrated. In case of an extended team, the server shall be
hosted inacentral entity and thedifferent partners must ask the central administrator access
rights. So, this solution introduces set-up and administration costs. It isnot feasibleto have
afully distributed team as the hosting and administration is devoted to asingle entity.

Mobile working and easy merging of the different works are not addressed. So, the
extended team cannot alternate easily between mobileworking and sharing process. So, the
working phaseisonly supported during a connection phase with the central server. So, the
designersbecomedependant of the connection ability and adisconnected work canbeeasily
integrated within the shared scene.

Distributed Virtual Reality

Locales

[Barrus, 1996] alowscombining different roomsinto aglobal world. Thecombination
relies on transformation matrixes in order to connect adjacent rooms that present commu-
nication doors between them. A roomiscalled alocale. Thus, auser located in aroom can
observe the events of an adjacent room through the door. The transformation matrix allows
representing the neighboring roomsand moving smoothly from oneroomto another. Inthat
context, a neighboring room can be connected dynamically in order to combine the works
achieved separately in different rooms. The participants use different locales to work
separately. This solution provides three interesting features: graceful motion between
neighboring locales, performances are improved through decomposition of the world into
chunks that can be processed separately and workers combine separate objects through a
dynamic connectionof their local es. A server maintainseach |ocal eusingamulticast address
to send the update messages. By opening a network extremity with the corresponding
multicast address, a client can efficiently obtain the locale updates. Thus, aclient obtains
information about locales surrounding the focus of attention without receiving messages
from irrelevant locales. As each locale is assigned to a server maintaining its state, itisa
centralized solution where the server multicasts the updates.
Thelocale metaphor suitswell to avisit different localesthat are connected through doors.
A concept design activity cannot easily be mapped onto the locale metaphor since the
different piecesof theglobal scenearenot disjointlocal esbut systemsinterleavingwith each
other. So, the locale metaphor is not adapted to the concept design activity. At last, no
security is provided.

High Level Architecture

[Defense Modeling and Simulation Office, 1997] addresses the framework of agreat
number of moving objects. Thesolution aimsat areal timethat isasmuch as possible exact.
They provide sophisticated solutions to reduce the number of state transmissions and to
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recover thetransmission errors. [Defense M odeling and Simulation Office, 1997] definesa
dynamic cutting (which isnot perfect) according to the motion of the objects. Each moving
object definesan areaof interest and eventsfalling into that areaare observed by themoving
object. Thedifficulty isto change dynamically the area of interest according to the motion
of theobject. A given object does not havethe guaranty toreceiveall theinteresting events.

Moreover, this standard defines different ordering of events that can be used in a
simulation context. [Defense Modeling and Simulation Office, 1996] identifies different
qualitiesof ordering. They are mainly interested with alogical ordering of eventswherethe
application associates logical dates to the events. That ordering supports a distributed
simulation by guaranteeing that the events are processed at the corresponding logical time.
These properties do not address areal time simulation or a collaborative activity.

Ownership services are defined. The ownership management allows federates to
transfer ownership of object attributes. Theownershiptransfer isassociated with publication
and subscription services. Ownership acquisition requirescurrent publication and subscrip-
tionfor theattribute. Thestandard doesnot definedifferent level sof ownershiplikereadand
write permissions. It is not integrated within a schema where a shared sceneis distributed
among different designersin order to be processed on aprivate basis. So, distribution of the
shared scene among mobile designersis not supported. In fact, the ownership management
concerns less the collaborative design than the distributed simulation. Security is not
addressed at al.

HLA does not standardize the protocols in order to get a freedom of solutions. In
practice, arun-timeisunder development. It assumesresourcereservation (i.e. ReserVation
Protocol) and reliable multicasting. These regquirements seem necessary in the event of a
great number of state transmissions associated with moving objects.

Distributed Interactive Virtual Environment
[Hagsand, 1996] considers moving objects and aims at a precise real time.

Solutions reduce the number of state transmissions. In that context, uniquely fresh
events interest the recipient and the system improves the performances relying on that
feature. The system uses multicasting heavily and partial replication.

With DIVE, theapplication hastheresponsibility of the placement of the copiesfor the
shared world. It must define which object must be present in the different copies. It means
that all of the statesare not replicated at each copy. A modificationismulticast to updatethe
copies that have joined the corresponding address. Consistency is achieved by associated
one object to agiven owner for along time. Thus, concurrent requests must wait during that
period. In fact, the solution makes the assumption that concurrent modifications seldom
occur.

Since partial replication means that none has a compl ete state of the world, a server
must be used to preservethe persistency of the scene. The server receivesall the update and
writes the changes to a persistent storage.

The first member of a session loads the initial world from the server. A subsequent
member requestsitsinitial world state over amulticast address and receives an up-to-date
copy from the closest member.

Thissolution providesaprotocol allowingtolocatethenearest copy for agiven object.
When an entity detectsamissing event or just requestsan object, it multicastsarequest. The
closest copy replieswithitslatest version of theobject. Thelatest version of the objectisnot
thefreshest one. Another copy can haveabetter knowledgefor the state of that object. When
nobody has a better proposition, only the closest copy replies to the request.
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Thesystemimplementsaclassical dead-reckoning module, like[| EEE, 1995], inorder
to keep the number of updates low: between two updates, areceiving entity evaluates the
position using linear and angular velocity.

Sinceaserver isrequired for downloading the scene and for persistency, an extended
team cannot use the sametool during amobileworking and the sharing process. Moreover,
the solution does not define consistency properties that can support distributed validation
and conciliation. Security isnot addressed sincethe sol ution doesnot provideauthentication
and confidentiality.

Distributed World Transfer Protocol

[Broll, 1998] considers a server for: transmission of the virtual world, reliability
of the updates, persistency, supervising the connections of participants, supporting
consistency. In essence, that solution is close to [Hagsand, 1996]. Proxies manage
copiesof the shared world to reducetheload of the server. The server and the copiesare
updated when a peer multicasts events. The system provides a recovery mechanism.
Each peer hastheability toreceiveall theevents. When therecovery cannot be achieved,
aparticipant hasto reconnect totheserver. [Broll, 1998] providesasimpleconcurrency
control achieved through a lock mechanism. The approach is a locking on a per-
interaction basis instead of a per-object basis. The server releases the locks within a
certaintime. That concurrency control suitswell for special requirements (like control-
ling concurrent motions of the objects). [Broll, 1998] integrates solutions to limit the
bandwidth that is necessary when working at aVRML level of abstraction. The system
improves the performances using cells. The cells define statically a mapping of the
world. Each peer hasto connect to a central server. The server transmits mapping and
world state at the connection time. The solution does not describe how to add dynami-
cally new cellsto the world.

As being close to DIVE, this solution suffers from the same drawbacks. An
extended team cannot use it to alternate mobile and sharing phases. Consistency is not
addressed to support distributed validation and conciliation. The solution does not
provide any security.

World2World

[Sense8, 1997] proposes a client-server architecture to distribute and synchronize
simulation data. A central server receivesall the modification events and forwardsthem to
the other participants. The basic idea is that each update is sent using a point-to-point
message over the User Datagram Protocol (UDP). UDP offers abetter throughput than the
Transmission Control Protocol (TCP). Moreover, the server can make some optimization
when receiving two modifications for the same object (i.e. two tranglations of the same
object). Inthat case, it will only forwardthelatest modificationand discard thefirst one. This
optimization is only possible for the same type of modification (i.e. two translations). The
data are structured hierarchically within a server using atree. Each node in the tree can be
associated with alock. When aclient wantsto modify asub-tree associated to anode, it first
hasto acquire thelock before being able to update that node. The server prohibitsall other
usersfrom adding, updating or removing properties of that protected sub-tree until thelock
isreleased. Thus, thesystem guarantiestheconsistency of theconcurrent operations. Atlast,
aclient hasan updaterate. If aclient producesmore updatesthan enabled, thentheclient will
sent only themost recent updatefor each shared property. Thus, thebandwidthislimitedand
the server is not too much loaded.
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In contrast with others, this solution does not use the multicasting of events. So, the
server has to send explicitly each update to the different client through a point-to-point
message. T hat sol ution uses morebandwidth than multi casting. Themajor advantage of that
solution is the optimization that enables a central server. But, this server also introduces a
bottleneck in the system and shall be administrated.

The solution does not address the distribution of a shared scene among mobile
designers. Thereisno solution that is provided to merge the mobileworksinto aglobal and
consistent scene.

Cavern

[Leigh, 1997] addresses design review and collaboration serviceswith immersionin
the virtual world. A client uses a server with supercomputing resources and high-perfor-
mance networking. This centralized solution requires resource reservation and reliable
transmission. Through a persistent object server, the system supports persistency. Either
intermittent snapshot can be created or entire collaboration experiences can berecorded for
later review. A client must specify a Quality of Service (QoS) in order to have the desired
bandwidth and jitter. These requirements are due to the nature of collaboration where
immersion generatesagreat volume of datawith real -time constraints. The solutionaimsat
loading large scientific data(likevideo or CAD format). Cachesusing timestampsimprove
the performances.

That solution cannot be used easily within an extended team. First, the solution does
not address the distribution of the shared scene among mobileworkers. Second, security is
not considered. At last, supercomputing isnot ascal able solution for an extended team that
is dispersed among several companies.

Communication Standards

Inter net

The Internet Protocol (IP) is the network protocol that is present at each router or
station. It supports point-to-point, broadcast and multicast transmissions but is unreliable.
At each Internet station, UDP and TCP are the two transport protocolsthat are available to
transmit a message from one process to another. These two transport protocols use the IP
services. Using UDP, aprocess can send amessage to asingle process (point-to-point), all
the process of a unique network (broadcast) or a group of process (multicast) that is
disseminated over different networks. These three kinds of communication are fully
supported by any Internet station. UDP is unreliable. TCP is reliable but offers a lower
throughput.

As depicted during the previous section, Distributed Virtual Environments make an
intensive use of multicasting. Thereason isthat DV E requiresthat each station hasits own
copy of the world. That way the station can render each copy of the scene locally. A
multicasting packet isthe best way to send each event (creation, update, and del etion) tothe
group of copies. Sending each copy a point-to-point message requires N packet, when one
multicast packet suffices. Thus, using a multicast transmission reduces the bandwidth.
Moreover, amulticast message can be sent directly by apeer to the multicast group. It does
not requireaserver for relaying the messageto the group. Thus, multicasting can beused to
avoid a server bottleneck.
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CORBA

At that time, the industrial implementations support the CORBA 2 standard [ Object
Management Group, 1999]. CORBA ismainly aclient-server architecture wheretheclient
invokes a method on the server. A client cannot invoke a method on a group of servers.
CORBA solves the heterogeneity problem between the client and server.

Theonly way to send amessageto agroup isusing the Event Service. But, thisservice
isinefficient as it needs one method invocation for each recipient and each invocation is
carried out using a TCP connection.

CORBA Audio/Video AV Streaming Service specification [Object Management
Group, 1997] defines architecture for implementing open distributed multimedia applica
tions. But, in essenceit isanew interface to encapsul ate multimediatransport protocols. As
explained further, multimediaprotocol s do not correspond to the requirement of collabora-
tive virtual environments. So, CORBA does not suite to Distributed Virtual Reality, asit
cannot support multicasting.

Multimedia Transport

[Schulzrinne, 1994] is gaining acceptance as a transfer protocol for streaming audio
and video flows over the Internet. It is now widely adopted by GroupWare toolkit like
NetMeeting.

The basic idea of multimedia protocols like RTP is to send data using UDP that
provides agood throughput. A multimedia protocol isthen responsible to associate a date
to the samples that are transmitted with UDP. When areception buffer isfull, the receiver
can sort the samples according to their emission date to preserve the regularity of audio or
video. Thus, thereceiver isableto drop the sampleswithout producing long silences (i.e. it
does not drop consecutive samples).

In fact, collaborative virtual environments are interested mainly to find adapted
solutions in case of a great number of participants. They require also preserving the
consistency of the object. Playing samples at a regular rate does not reply to these
requirements.

Anyway, multimedia protocols and GroupWare toolkits are communication tools
authorizing designers to talk with each other during a session of collaborative virtual
prototyping. Thus, the collaborative virtual environment supports real time modeling and
advanced collaboration styles of design while the GroupWare product allows to interact
more naturally despite distance barriers.

MPEG-4

[Eleftheriadis, 1998] isaclient-server architecture. It isdevoted to thetransmission of
an audiovisual scene where 3D objects, audio and video are transmitted. Synchronization
informationistransmitted at thesametime. Attheserver side, audiovisual sceneinformation
iscompressed, supplemented with synchroni zationinformation. Theserver passesthescene
to adelivery layer that multiplexesit in one or more coded binary streams. At the receiver
side these streams are de-mulltiplexed and decompressed. The media objects are composed
according to the scene description and synchroni zation information and presented totheend
user. The end user may interact with the presentation. I nteractions are processed locally or
transmitted to the server. Themain objectiveisto allow aserver to control how thereceiver
will behave in terms of buffer management and synchronization when rendering the
audiovisual sequences. Themodel allowsthesender to specify wheninformationisremoved
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from these buffers and schedule data transmission so that overflow does not occur.

Despite some interactions can be sent to the server, the system is not specifically
designed to enable the user to modify the data on the server. Moreover, if one user wantsto
send information to other userstheinteraction must be sent to server and processed before
being forwarded to the distant users. At last, the system does not permit to auser to manage
access rights and put locks on nodes to solve concurrent updates.

Justification of our solution

DBSM isan open platform that enables the participantsto move easily from aprivate
work (i.e. adisconnected phase) to avirtual building site aiming to collaborate on ashared
global scene. That global sceneis distributed dynamically among the different workersto
improvethevirtual building site and to propose different design alternatives. Theresulting
work isdisseminated withinthedifferent privateworkspaceswhen|eaving thebuilding site.
Theglobal scene remains accessible when entering latter on in the building site. That way,
thedifferent workersinthe building site can formaconciliation meeting. Moreover, mobile
designers do not need any network access to improve a subset of the shared scene. Before
entering againinthebuilding site, amobileworker selectsthenew proposal hewantsto share
withthe other participants. Thus, an update of thevirtual building siteiscarried out through
an automatic merging of the different proposals.

Thevirtual building site can be compared to the building of a house. When aworker
isinthebuilding site, heobservestheevol utionscarried out by the other workers. Atthesame
time, he enters new assembliesinto the building site to adjust them in accordance with the
other elements. The building site is the place for real time cooperation, validation and
conciliationto respect the specification of thehouse. Themaindifferencewithareal building
siteisthat adesigner brought out at home the virtual building siteto improve his elements
or define new assemblies.

The solution authorizes different styles of working.

First, the designers prepare their work before reaching the building site, as any
reasonableworker would do. Thisdisconnected work improves asubset of the global scene
that was collected during a previous meeting.

Second, they collaboratein real time by modifying, discussing alternative proposals
during a meeting. The global scene reforms automatically through implicit relationships.
Despitethedistribution of theglobal scene, our solution guarantiesaconsistent progression
of the work. Thus, the designers do not spend time to rebuild previous results.

Third, this metaphor can be used to perform a co-located work where participants are
in the same room and discuss directly while observing a copy of the global scene on their
machine. Moreover, adistributed work, where participants are physically at different sites,
is enabled. Thus, participants discuss through chatting facilities and GroupWare toolkits
whileinteracting in real time on the global shared scene.

Fourth, parallel working is fully supported in the different styles of work. During a
preparation phase, parallel work isachi eved without any communication. During ameeting,
parallel work isachieved while preserving the work consistency.

At last, different styles of validation, conciliation and responsibility sharing are
supported. Designerssharetheresponsibility of thedifferent systems. Thus, each participant
controls easily how others can modify hiswork. The participants can build and juxtapose
different alternatives to achieve real time conciliation. Real time modification can be also
hel pto makethe conciliation. Each designer canrunavalidationtool that processesthelocal
copy of the shared scene. Since, each designer hasafresh and consistent copy thevalidation
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tool has the guaranty to process an accurate and correct scene. A precise consistency
property isprovidedto support validation and conciliation. Thus, thedesignersdefineinreal
time the best specifications while preserving others’ responsibilities.

The next section describes a case study where DBSM is used for virtua early
prototyping of anew aircraft. The design of anew aircraft involves several teamsto design
elevensystems. That casestudy talksyouthrough our solutionfor theconcurrent engineering
of aircraft systems. The time to design the aircraft is reduced because of parallel work,
validation facilities and usability of thetool. The quality of the aircraft isincreased sincea
wide range of alternatives can be defined, examined and conciliated.

A major point of our solution is to be fully distributed through standard best effort
services. Thus, itisdeployed easily on any | P (Internet Protocol) network infrastructure. It
does not require any specific quality from the under-laying network like resource or
bandwidth reservation. In contrast with [Broll, 1998] [Hagsand, 1996], our solution
implement neither areliablemulticast nor an ordered multicast [ Toinard, 1999] (i.e. acausal
andtotal order) that arewell knowntoscalepoorly. Moreover, areliableor ordered multicast
does not guaranty the work consistency. Logical ordering used in parallel simulationsis
useless asit addresses reproducibility. Concurrent design is not confronted with reproduc-
ibility but with parallel working and consistency.

Here, parallel working is not limited and consistency is achieved using alightweight
protocol that is processed uniquely at required time. It is not necessary for a distant
participant to observe all the state of agiven object because the owner maintainsthe correct
state. An inconsistency is recovered when required with the ownership transfer. As the
ownership transfer runs over an unreliabletransport (UDP Unreliable Datagram Protocol),
one multicast and two point-to-point acknowledgments are required. In contrast with a
reliable multicast, ownership transfer isalow cost protocol that does not recover the errors
in a continuous way and preserves the work consistency. If required (typically on user
demand) a peer resynchronizesits copy with the current states of the distant nodesto get a
fresh copy of the global scene.

At last, our solution can be deployed securely over the Internet. It uses standardized
authentication tools that are embedded in any email client. A project can be set up and
meetings are scheduled using email. Email serves also to distribute a session key. Thus,
confidentiality is achieved using that session key.

So, our solution enables a straightforward and lightweight implementation on any
standard workstation.

USE CASE IN AN EXTENDED TEAM

To design the different systems of the virtual prototype, several teams are involved.
These teams may be geographically distributed among several countries and companies.
Thus, several partnersincluding contractorsand supplierscooperateat thedesign phase. The
case study shows the style of working and organization that is typically supported by our
metaphor. It describesthat thedesignersstart working from aninitial proposal and converge
towards the optimal specification through several iterations.

Suppose for exampl e that three teams are disseminated at different sites. The project
coordinator is at site 1. Electrical and hydraulic teams are located also at site 2 and 3.
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Project Start-Up

In order to initiate the design, the project coordinator sends an email to each team
manager includingthe project definition, therol e of each team, themilestonedatesand other
organizational data. Each team manager sends an email to reply and acceptsthe definition,
the role and the organizational proposal. When the project coordinator receives al the
replies, he sends alast email to confirm the start-up of the project.

Since emailsare transmitted between the different sites and teams using the standard
Internet, security must be guarantied. Here, SSMIME enables each team manager to
authenticatetheproject coordinator. Inturn, the project coordinator authenti cateseachteam
manager when hereceivesthereply. Confidentiality of the exchanged dataisalso provided
in astandard way through SSMIME.

Kick-Off Meeting

The second phase is to schedule a kick-off meeting where the project manager will
distribute the initial virtual prototype which can be an empty shape that the designersfills
throughout thedesign process. For exampl e, theinitial virtual prototypecan definetheshape
of anew car. It would have no practical sense to change the shape since it does not really
evolve during thelife of the car. Thus, automotive designers can fill a given shape/volume
with amotor, sites, gears, air-conditioned and so on.

The project coordinator sends an email to propose a kick-off meeting. Each team
manager acknowledges the proposed schedule. Scheduling the meeting can require to
exchangeseveral emails. Atlast, thecoordinator sendsafinal email to confirmthenegotiated
schedule. That final email includes the communication address and encryption data that
permit astraightforward and secure meeting. Thus, each team member can invite securely
another team member to the schedul ed meeting through email transmission of thereceived
data.

Itispractical management architecture since generally the team members can change
and each team manager wants to decide which member must participate to the meeting. It
authorizes a decentralized management: the project coordinator controls which team can
participate and each team manager controls independently the participation rights for his
team members.

Unauthorized person cannot reach the meeting since they do not receive the appropri-
ate communi cation address and protection key. Even if an unauthorized person succeedsto
listen the meeting address, she cannot use the encrypted data.

That security mechanismissimpleto use, sincefor theend user point-of-view it relies
only on awidely standardized secure email. Thus, the end user does not have any specific
systemto learn. Moreover, it increasesthe usability of the solution since amobile designer
can use the system from any unprotected communication channel. Thus, a participant can
reach securely the meeting all over the world from any available network extremity.

After that scheduling phase, any invited designer can reach the meeting indepen-
dently at the schedul ed time. For that purpose, he uses amenu of the VEP tool to select
the corresponding entry of his agenda. The VEP tool establishes automatically the
communication channel with the distant participants. Sincethe systemreliesmainly on
multicasting, the end user does not have to connect to any server in order to reach the
meeting. That communication establishment simplifies the interface since a designer
entersinto the meeting just by knocking at the scheduled door without having to know
a server address.
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For the kick-off meeting, all the participants of agiven site are collocated in the same
room. Thus, they can talk directly with each other. To talk with a distant team, each team
manager typically startsaNetM eeting session withthedi stant manager. Thedistant network
extremity istransmitted using theV EPtool by creating achat object withintheshared world.
Thus, the basic problem to discover the network extremity of adistant NetM eeting session
iseasily resolved through the VEPtool. Itisavery practical way to establish aNetMeeting
session. Thus, theteamsbenefit at the sametimefrom video-conferencing and scenesharing
facilities. When the project coordinator enters into the meeting, he selects the initial
prototype he wants to introduce within the shared scene. Thus, any participant gets a copy
of theinitial structure he will have to work on. During the kick-off meeting, the project
coordinator transmits the requirements of the aircraft as direct interactions on the shared
scenebut also asNetM eeting data. Theserequirementscan bediscussedinreal-timethrough
the scene sharing and NetMeeting session. The different teams work in real-time on the
shared sceneto all ocate the space of the major systemswhosethey areinresponsible. At the
end of thisfirst meetingthedesignershavetherequirementsand afirst level of specification.
Each participant leavesthe meeting by storing locally his copy of the shared scene. Thus, he
brings at home the environment (theinitial prototype plusthe distant systems) and hisown
systems. Typically, hewill use hislocal storelatter on adisconnected basisto improve his
work in accordance with the requirements and initial specification.

It isa very fast and efficient way to cooperate.

First, the different participants do not physically moveto acommon location to reach
themeeting. They simply reachthevirtual building sitefromtheir regular working location.
A team member can even reach the building site from any temporary location where he
currently moved. Thus, ameeting has not to be canceled or delayed because of participants
that aretraveling.

Second, they work in real-time during that first meeting to directly define and sharea
first iteration of specification. Sincethe systemiseasy to use and the scene directly shared,
the delay to transmit and share a first level of iteration is reduced. As each participant
observesinreal-timethedistant interactions, that first iterationisadesign context. Thus, the
first iteration does not contain speculation about the distant intentions and choices.

Third, that first iteration respects responsibilities of each other since the interaction
respects the role devoted to each team. For example, the electrical team cannot create a
regular hydraulic systemsincethat operationispermitted only tothehhydraulicteam. Infact,
for proposing alternativesto agiven problem (i.e. afuel systemlocated closeto anelectrical
system), the VEP tool can manage exceptions like an electrician creating an hydraulic
system. Inthat case, the resulting system is displayed with aspecial rendering (i.e. use of a
zebratexture to distinguish the exceptional system).

Fourth, the operations (creation, update and deletion of object) are carried out in a
consistent way according to the protections of the associated object. That property has a
practical impact on the progression and the correctness of the design. Thus, awork has not
toberedonebecauseof asynchronization problem betweentwo parallel workers. Moreover,
that property avoids an inconsistent modification of the considered object.

Distributed Design

Within the distributed organization, each team designs independently the system
whoseit isresponsible.
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For example, the air-conditioned team uses the result of thefirst iteration to improve
the air-conditioned by adding new ventilation routes. This operation is carried out on the
global sceneresulting from thefirst iteration. Thus, each participant (or team) can work on
a disconnected basis without communication with the other participants (or teams). That
distributed design relies on a human center approach where private work provides the
baseline of further real-time interactions and discussions. Thus, a teamwork enables to
complete an individual work.

Thisapproach presents several practical advantages. First, it isan efficient collabora-
tion principle since the designers shall not work at the same time on the same project to
achieve their work. Second, it increases the productivity since a designer can efficiently
preparesamework outsidethevirtual building sitewithout any external perturbation. Third,
itisavery natural and efficient approach of collaboration wherethe private work servesas
abaseline for the team cooperation.

Assume that the air-conditioned team built a new air-conditioned system during a
previous meeting based upon thefirst iteration. Afterwards, each member prepared several
improvements on a private basis.

Then, the air-conditioned team participatesto acollocated meeting to join the private
works. Thus, each member introduces his work. These different private works are used to
reformautomatically theimproved system. Each participant getsacopy of that new proposal
on hislaptop. During that meeting, the participants consolidate the proposal to introduce it
latter as partial specification for the second global iteration.

Sincethe authorized designer has moved the air-conditioner, the systems designed by
the other members are no more connected to the air-conditioner. Different design choices
are possible to resolve the problem (i.e. move back the air conditioner, update the other
systems). Astheteam isawarethat the proposal could also conflict with other systems (i.e.
that have not been introduced into the meeting), they prepare two design alternatives. The
first one includes the new air-conditioner position and the second one corresponds to the
previous position of the air-conditioner. Thus, the team has consolidated the proposal by
producing two distinct alternatives.

Each participant can check interference between components using a validation tool
like proposed in [Dassault, 2000]. The validation tool can process the local copy of that
participant since his copy contains al the network data and information required by the
interference checker. The VEP tool displays the results of the flow simulation as shared
objectsfor mutual awareness. Itisavery powerful property sinceeachteam guarantiesvalid
proposals (i.e. where, for example interferences are detected and solved in real-time).

S0, using DBSM present several advantages.

First, a team proposes a correct system where inconsistencies between the private
contributionsof theteam membershave been resolved and requirementsaresatisfied. Thus,
afutureconciliation phaseisshortened sincetheglobal conciliationwill only check that new
entries are correct.

Second, each consolidation and validation becomesindependent of possibleinconsis-
tencies in the distant systems. Thus, despite the interdependencies between the different
systemsit becomesfeasible to achieve apartial validation reducing the range of control to
only one system. Without partitioning between the concurrent evolutions of the different
systems, it could be completely impossible to do a partial validation of each system.
Moreover, aglobal validation would become even more difficult then.
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Third, partitioning is an efficient specification approach to design acomplex system
sinceitisimpossiblefor adesigner totakeintoaccount all theinterdependenciesinreal -time.
Thus, ateam focuses on his problem without being flooded by other constraints.

Fourth, day-to-day consolidation and validation enable to update the system with a
private work as soon as possible. Thus, the team in charge of the system can work quickly
on an up-to-date system.

The consolidation and validation phases have the guaranty to processaconsistent and
fresh state of the shared scene. Without that technical characteristic, any consolidation and
validationwould beusel esssincetheresult could beirrel evant duetoinconsi stent proposals.
Ascan see, atechnical property inthefield of distributed systems can have major impact on
the usability of the solution.

Work Review

Different work reviews can be necessary to resolve conflicts between several systems
and discard a maximum of aternatives.

Wewill conduct asimple example because the main point isthe understanding of the
basic principle of thework review.

Let us consider a first example. The hydraulic and electrical managers organize a
meeting to review the possibl e problems between different alternatives. When entered into
the meeting, each designer observes a shared scene including the proposed hydraulic and
electrical networks. Thus, immediately the participants observe unsatisfied constraints.
Typically, acollision is detected between thetwo systems. In order to resolvethe collision,
thetwo designerscandefineinreal timeseveral aternatives. [ Costantini etal., March 2000]
describes practical ways to resolve such a collision.

Several advantages are provided. First, conflicts are resolved as soon as detected and
in cooperation with the designer responsible of the other system. Second, the VEP tool
enabl esto sketch different alternativessincetheupdate of asubset of thesceneisarapidway
todefineanew aternative. Thus, amaximum number of solutionsarebrowsedwithinashort
time. Third, design in context enables to define real aternatives.

Once again, the ability to process a consistent and fresh copy of the shared scene
enables design in context to solve real problems.

Through frequent reviews, the different teams avoid speculation by default, improve
the quality of the solution and decrease the design time.

A second example involves the air-conditioned and hydraulic systems. The two
corresponding teams start a meeting to review several alternatives and resolve collisions
between their two systems. As described previously, the air-conditioned team prepared
several aternativesto solve collisions. Since the global scene merged, the air-conditioned
manager observes several collisionswith the hydraulic pipes. Instead of updating immedi-
ately the shared sceneto copewith the conflicts, heintroducesanother aternativewithinthe
shared scene and computes again the collision. Thus, the manager can select the alternative
that minimizesthecollisions. Afterwards, adirect update of the sel ected alternative enables
to resolve the remaining collisions.

In contrast with the previous way of working, the prepared alternatives speed-up the
review and augment the number of solutions the participants can examine.

Thisisonly ademonstration example. But, al along the design several opportunities
aregiventothedesignersto preparedifferent alternatives. First, adesigner can have several
proposal s that he prepares during the private work. Thus, he can quickly propose hisideas
during ameeting to the other designers and discuss their respective advantages. Second, a



18 Costantini & Toinard

team offers several possibilitiesthat satisfy the requirements. Thus, the global interdepen-
dencieswill beexercised with agreater degree of freedom. Third, thework review naturally
leads to different alternatives to resolve the conflicts and satisfy the overall requirements.
Obviously the number of alternativesincreaseswith the number of teamsand systems. That
is why several team-to-team reviews can be used to eliminate in parallel the irrelevant
alternatives. Thus, the number of explored possibilitiesincreases.

REQUIREMENTS

AsaVEP system shall augment the Rapid Prototyping concept with efficient Human-
Human interactions, collaboration and distribution facilities, this section focuses on the
corresponding requirements.

Thissectionformalizesthedifferent stylesand phasesof working presented during the
previous case study section. This section corresponds to the proposal made in [ Costantini
et a., Tech. Report 2000], further details can be found in that paper.

One does not address here the needs associated with the respect of functional
constraints and human-machineinteractions. Infact, these two latter needs are not specific
to a VEP system. Moreover, sharing a 3D world enables to compute locally functional
constrai ntsand human-machineinteractions. So, much emphasisisbeing placed on Human-
Human interactions, collaboration and distribution needs.

Requirementsof virtual early prototyping arenow described. Theobjectiveistoenable
the designers to quickly set-up and discuss proposal s producing a 3D prototype. Thus, the
best specification is defined in a collaborative way.

Designer Definition

Designer’ sname: each designer hasauniquename (i.e. “ Franck Cossgatoichegafrom
Virtual Engineering DesignInc. at 205 Smart AvenueL ondoninEngland”). A designer shall
provide his name to participate in a specification activity.

Project M anagement

A project is a formal organization of multiple designers that carry out the global
specifications of an industrial product.

Project name: adesigner creates a project through its name definition (i.e. “ Specifi-
cations of Paradise the third millennium space shuttle”).

Dynamic project member ship: aproject membership setsup the names of thedifferent
designersthat are project members. Within the project, adesigner issimply named member
with reference to his project membership. The group is built dynamically by adding or
removing members during the lifetime of the project.

Responsibility sharing: different responsibilities are associated to the designers.
For exampl e, adesigner shall definetheelectrical routeswhileanother isresponsiblefor
themechanical structure. Responsibilitiesevolveduringtheproject lifetime. M oreover,
a responsibility cannot be used to perform unauthorized actions during the project
lifetime.

Project negotiation: aproject definition is negotiated among the relevant participants
to set up accordingly the responsibility and role. That negotiation phase occurs before
exchanging significant data. At any time, a project can be renegotiated while respecting
current responsibilities. The project negotiation can use various channels (like email, fax,
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phone call, etc...). Received information authorizes to negotiate the project participation.
Thisinformation cannot serve to take unauthorized roles or actions.

Distributed Specification

Each designer can prepare an individual 3D scene. This 3D proposal is elaborated
using local tools. Afterwards, proposals are merged into a global specification. Thus, an
extended team produces a distributed specification.

Individual proposal: it contains 3D objects but also organizational data namely
geographical positions, responsibility data, annotationsand computing resources. A unique
designer makesanindividual proposal. Itisasubset of aglobal specification. It can contain
resultsfrom aprevious global specification. Anindividual proposal isproduced mainly on
aprivatebasi sduring adisconnected phase. But, it can beintroduced | atter onintotheglobal
specification during a meeting phase.

Global specification: though the designerselaborateindividual proposals, theselocal
proposal s can be used to defineaglobal specification of the product. A global specification
isthe union of different individual proposals. Different iterations of a global specification
are produced. Each iteration is produced mainly during a meeting phase.

Parallel work: twoindividual proposalsare carry out simultaneously by two different
designers. Thus, concept phase can be shortened asmuch aspossible. Parallel work must be
supported during both a disconnected and meeting phase.

Disconnected Work

It is a way to work on an isolation basis at the specification without any network
connection. Typically, it enablesamobile designer to prepare somework on alaptop during
atravel time. Itisalsoaway to prepareat officeawork beforeintegrating the extended team.
Thus, disconnected work can be seen as a preparation phase or alocal improvement of the
global specification. That disconnected work produces asub-set of the global specification.

Responsibility control: adisconnected designer can only make actionsin accordance
with role and rights that have been granted by the project management or during ameeting
phase. For example, if adesigner worksonaversionretrieved during apreviousmeetingthen
he can only modify objects whose rights have been granted to him during this meeting.

Local validation: each designer can validate hisindividual proposal during adiscon-
nected work. Thus, he checks that his local proposal respects the functional rules of the
system. Typically, he verifies that hislocal proposal is correct before entering a meeting.
Thislocal validation doesnot guaranty correctnessamong thedifferent local proposals. So,
aglobal validation will be necessary during a meeting.

Local maodification: adesigner canimprovelocally aglobal specification by modifying
it. Typically, he recovers a global specification during a meeting work and continues to
improve it on adisconnected basis. Thus, he produces locally a new proposal that will be
used during a further meeting.

Parallel work: two disconnected tasks are carried out simultaneously. Thus, two
disconnected designers produce in parallel two different local proposals. These two local
proposals will be merged in afurther meeting.

M eeting M anagement
Designers, located in different sites, reach independently a meeting for joining their
different proposals. Thus, aglobal specification isautomatically obtained and shared. That
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global specificationissubmitted toadiscussion process. Theglobal correctnessisvalidated
through areal time conciliation and real time modification.

Dynamic discovery: the different designersdiscover dynamically ameetingwhenitis
created. Thus, a designer can decide to reach a new meeting after discovering it.

Real time member ship: different designers join independently the meeting. Meeting
membership is updated when anew designer isin. During a meeting, a designer is named
participant with reference to his meeting membership. Membership is accessible to each
participant. Knowledge of distant members providesinformation describing each role and
responsibility.

Privacy: ameeting can berestricted to certain partici pants. Authorized participantsare
project membersthat areall owed to reach the meeting. Unauthorized memberscannot reach
ameeting or cannot use theinformation that is transmitted during that meeting. Typically,
only authorized member can process the information exchanged during a meeting. If a
member receives unauthorized information, he cannot interpret or processit. Thus, confi-
dentiality isachieved during a meeting.

Global scene merging: each designer joins the meeting with an individual proposal.
Theseindividual proposalsare merged into aglobal shared scene. Thus, aglobal specifica-
tionisbuild by an automatic union of individual proposal s satisfying the responsibilities of
the different designers.

Real timevalidation: each designer validatesthe global scene by checking that others
do not make conflicting or incorrect proposal s. The system must guaranty that avalidation
is processed on a consistent scene. Otherwise, processing a validation would detect non-
existing conflicts. Thus, the global specification is validated during the meeting.

Real time modification: a designer improves the global scene by modifying his
proposal or others' proposals. The modifications are carried out while satisfying the
different responsibilities. It reduces the design time because the designers collaborate
inreal timetoimprove the specifications through an immediate modification of the 3D
scene.

Real time awareness. during a meeting, any participant observes the distant interac-
tionsas quick as allowed by his processing speed. For that purpose, the system minimizes
the flow of datathat must be processed by a station.

Real time conciliation: the system provides the required services to negotiate the
improvement that must becarried out. First, adesigner can juxtaposeacontra-proposal with
the current proposal. Thus, different proposals for a subset of the global scene are defined
and comparedinreal time. Second, the conciliation must bedone onaconsistent scene. This
isaconstraint similar tothereal timevalidation. Thus, theparti ci pantshavetheguaranty that
their consensusis negotiated using consistent data.

Parallel work: two independent tasks are carried out simultaneously. Thus, the
meeting does not degrade the ability of parallel working. For example, two participants
are ableto create, modify or delete two different objects simultaneously. So, in case of
concurrent modifications the performances do not degrade due to inadequate locking
mechanisms.

Guided visit: thesystem providestherequiredtoolstofacilitatethe overview of the
global scene. Typically, one participant guidesthevisit authorizing the othersto follow
himinreal time. Thus, the participantsreview the specification in asynchronized way.
Typically, shared viewpoints and annotations are supported. Moreover, GroupWare
tools enable to talk with each other despite the distance barrier.
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Iteration

The designers can iterate several times moving easily from a disconnected work to a
meetingwork. A new phaseof work enrichesthework carried out during the previousphases.
Thus, moving between different stylesof work doesnot impoverishtheglobal specification.

Individual iteration: anindividual proposal contains a subset of the global specifica-
tion. A designer builds an individual proposal starting from a given subset. Thus, the
designer works on the interesting view. During iteration he modifies the subset. During a
further meeting, theresulting proposal can beusedto updatetheglobal specification. During
anindividual iteration, hecreates, modifiesand del etesobjectsof hisproposal. So, the subset
changes, increases or decreases according to the different operation carried out during the
individual iteration.

Distributed global iteration: the starting state of a global iteration is a collection of
individual proposals. The different participants process a global iteration in a distributed
way. During a meeting phase, the distributed modifications produce results of a global
iteration. Those results define anew global specification. When multiple global iterations
areprocessedwithin different meetings, thecorresponding global specificationsincorporate
results from individual iterations that are interlaced among those meetings.

Consistent progression: anew iteration shall incorporate the consistent results from
previousiterations. Thus, the system guarantiesaconsi stent progressi on of thework andthe
designersdo not spend timeto rebuild previousresults. L et usgive some counter-exampl es.
First, a participant has the ability to destroy distant works because the system does not
manage correctly therightsthat are not persistent from one meeting to the next one. Second,
during the same meeting, an old state wrongly supersedes a newer state of a given object
because the system does not preserve object consistency. So, clearly the system must avoid
those inconsistent behaviors in order to guaranty a consistent progression within asingle
meeting but also between different meetings.

Constraints

Non-functional requirementsshall berespected to guaranty usability and efficiency of
the solution.

Smplicity: solution must be simple and lightweight. Simplicity enablesgood chances
for the solution to be implemented. A lightweight solution can run on any standard
workstation.

Portability: solution must use only standardized and widely supported services and
protocols. Thus, the solution can be ported easily through recompilation and minor changes
on different operating systems (Unix systems, Windows, MacOS, etc...).

I nternet depl oyment: the sol ution can be deployed easily over the Internet. It shall not
requireany specificquality of servicefromtheunder-laying network. Thus, thesolutionruns
widely over any kind of under-laying network.

Heterogeneity: the collaborative system authorizes heterogeneous machinesto inter-
operate. Thus, different platforms can participate in a meeting.

Zeroadministration: thesystem requiresno administration effort tobedepl oyed. Thus,
any standard user manages projects and meetings without any system or network adminis-
trationskills. It meansal so avoiding acentral server whereasystemadministrator isrequired
to set-up user with customized profiles providing access to the collaboration data. Even if
administration procedures are required, they shall be completely distributed among the
designers and easy to use.
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Low bandwidth: the solution can run with low bandwidth networks, including 33.6
modem links. Even with low links, good real time performances must be achieved. So, the
system must support mechani sms reducing the bandwidth consumption without degrading
real time awareness.

Modularity: collaboration services must be independent of application and virtual
reality environment. Thus, any application can usethecollaboration serviceswithinany kind
of virtual environment.

Persistency: a designer has the ability to make his work persistent. Thus, he stores
different steps of his progression to be able to retrieve them latter on.

Security: thecollaboration servicesguaranty authenticity and confidentiality. Through
authentication, it is determined who is participating before revealing sensitiveinformation
or entering into acollaboration process. Thus, amalicious people cannot usurp theidentity
of another designer. Confidentiality guarantiesthat only authorized person can accessthe
information.

THE DISTRIBUTED BUILDING SITE
METAPHOR

One proposes a novel solution answering to the VEP requirements that have been
described in the previous section. This solution is called the distributed building site
metaphor. This metaphor defines the specifications of adistributed environment allowing
to share a 3D world. It is a fully distributed approach without any central server. That
metaphor givesgeneral specificationsof thedistributed system. It defineshow theproperties
areprovided. Infact, themetaphor givestheprinciplesof thesolution. Themajor assumption
isthat themetaphor usesonly anunreliable multicast transport. It al sorequiresregular email
for the preparation phases. Thus, project management and meeting scheduling use email.
Afterwards, the sol ution uses multi casting to share the 3D world and support several modes
of real time collaboration.

Project management

Project negotiation: the designer creating a project becomes the manager of his project.
Afterwards, the project management can be transmitted among the different participants.

As a project manager, the creator establishes the project attributes, namely project
name, project membership, responsibility of participantsand variouscollaboration, graphic
or organizational data. The manager sends an email including the project definition to the
different members.

Each recipient replies using email. He accepts the project as is or asks some
modifications. For example, amember can request other responsihilities. That negotiation
phase does not require any specific tools. But, arobot can assist amember by processing an
email entry, negotiating thereply with thelocal member and replying to the sender using an
email. Thus, different email exchangescanbeinvolved. At theend of that negotiation phase,
the manager sends a project confirmation to the participants.

Security is achieved using standard authentication and encryption procedureslike S/
MIME that are integrated within any email client (i.e. Netscape Navigator or Microsoft
Outlook). For that purpose, any participant uses adigital signature (i.e. a X509 certificate
including the user public key, the private key is kept secret at the user side) to be
authenticated.
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Management transfer : the manager can transfer the project management at any timeto
another person. For that purpose the project is renegotiated using the same protocol. The
differenceisthat the confirmation messageincludesasignedtext fromthegranting manager.
Thesignedtext wascomputed using the privatekey of thegranting manager (i.e. thecreator).
The new manager of the project includesthe signed text within any further email. Thus, the
owner gives the proof that he really received the project management from the previous
manager.

Dynamic project member ship: project membership is set-up dynamically during the
project lifetime. Entering or departure of any member is under the control of the current
manager. Updating the project membership is achieved by running again the project
negotiation protocol. Project membership can be different from meeting membership.

Initial scenetransmission: the project confirmation canincludetheinitial 3D sceneto
beused for the project. It givestheinitial definition of the product. Considering aproject of
aircraft engineering, theaircraft structurewould betheinitial sceneto betransmittedto each
participant. Thus, each designer coul d designthe systemscorrespondingto hisresponsibility
(air-conditioned, seats, electricity, hydraulic...).

Moreover, aninitia scene can been downloaded latter on using FTP or HTTP services. So,
thereisno obligationto achieveany transmission of theinitial sceneat theconfirmationtime.

Meeting Preparation

After the project negotiation phase, a scheduling phase enables to prepare a meeting.

Scheduling: any project member can send an email to a group of participants to
scheduleamesting. Typically, thisgroup isasub-set of the project members. But, thegroup
of participantscan beextended to any required designer. Each member replieswithanemail.
Severa emailscanbeexchanged. Finally, theprojectinitiator sendsalatest email toconfirm
the meeting.

Likeproject negotiation, authenticationand confidentiality i sachieved through secure
email and X509 certificates. Thus, a mutual authentication is guarantied between the
meeting initiator and participants.

Address allocation: during the scheduling phase, the initiator proposes a multicast
address. Each recipient repliesif the requested addressis not aready allocated for another
purpose. Thereply can contain arange of available addresses. Inthelatter case, themanager
selects a new address and processes the scheduling negotiation again.

In practice, each recipient can usealocal directory service(i.e. Lightweight Directory
Access Protocol [Wahl, 1997]) to reserve the requested address. By consulting already
reserved addresses, he replies with the avail able addresses. In case no directory serviceis
configured, arecipient simply accepts the proposed address.

This is atemporary allocation that will be used at the beginning of the meeting to
contact each other. Further, we describe how conflicting address are detected and resolved
automatically during the meeting.

Key distribution: the scheduling phase serves also to distribute aprivate key PK. PK
enabl es a symmetric encryption during the schedul ed meeting.

Thefirst email proposesaschedul eand enabl esthereceiver to authenti catethemeeting
initiator using the included certificate. Each recipient X replies with his own certificate.
Thus, theinitiator authenti cateseach participant X. When sending the confirmati on message
to X, theinitiator sendsaprivatekey PK. That privatekey isencrypted through secureemail
(i.e. SIMIME). Thus, X getstheprivatekey PK that will beusedlater on during themeeting.

Thus, asessionkey PK  issecurely distributed. First, mutual authenticationisachieved.
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Second, only an authenticated participant X can decrypt the confirmation and gets the
session key PK..

The system uses standardized cryptographic systems: PK is a DES key. Thus, any
standard tool can be used to generate that key.

Themanager can use arobot to send the confirmationemail. A participant can also use
arobot to retrieve and store the session key PK_. Those robots provide automation but the
user can also make the operations without any assistant robot. In fact, required operations
are simple as various tools for those cryptographic systems are now widely available and

easy to use.

Distributed Scene Tree

Scenetree: the application uses ascenetreethat iscomposed of different objects. The
scenetreeisan abstraction of the application scene. It describes graphical information but
alsodatathat arerelevant for thecollaboration activity. Each object definesasub-treewhere
the leaves are elementary nodes (i.e. a beam or an electrical route). Each node contains
attributes namely geometrical attributes, organizational attributes, collaboration attributes
and processing resources. A nodeistypically agraphical object. Organizational attributes
consist of father-sons' relationships. Collaboration attributes contains mainly protocol
states and protection attributes. A node can also contain computing resources like code to
animate the corresponding object.

Figure 1 shows asimplified scene dealing with an aircraft subassembly design. User
A ownsthe equipped structure and hydraulic system. B ownsthe air system. As C does not
manageany system, hisisnot owner of any system. Whenadesigner ownsanodeN, it means
that he can do operations like updating attributes (i.e. size, position, protection attributes,
etc...) associated with N or creating a child node N.M. Here, designer A ownsthe nodes X,
X.1,X.1.1,X.1.3,Y.1,Z,2.1.2. Designer Bownsthenodes X.2, X.1.2, X.2.1,, Y.3. Designer
C ownsthenodes Y.5, Z.1.

Distributed scene: any central server does not maintain the global scene tree. It is
automatically built during a meeting. The global scene is accessible as awhole if al the
designers are present in the meeting.

Figure 2 presents the partial scene that is processed if only designers B and C are
present. The important feature isthat designer B and C can work despite the absence of A.

Figure 1: Smplified scene dealing with an aircraft subassembly design
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Inthat caseonly B and C' snodesareprocessed. All thenodes, owned by Band C, are present
inthe partial scene. Each node of the partial scene can be processed without any restriction.
For example, C adds a pipe (Z.1.3) to the subsystem (Z.1) while B changes some attributes
of theroute (X.2.1).

During ameeting each designer hasacopy of thescene. Any modificationisprocessed
onthelocal copy and amodification event ismulticast to the distant copies. When receiving
the event, a distant peer processes the modification on his local copy. Thus, any distant
participant observes the modification.

Aswill be described further, each participant has the ability to bring his nodesin an
isolated workspacein order to continue working on adisconnected basis. Thus, the sceneis
distributed among the different designers. The scene is processed on a distributed basis
during both a meeting and a disconnected work.

Protection: each node has protection attributes (read right and writeright). Theowner
managesthe protection attributes. Thus, the owner preventsor authorizesthe modifications
fromtheother designers. For exampl e, disablingwrite permissiontheowner preventsdistant
participantsfrom del eting or modifyingthe corresponding node. Disablingwritepermission
prevents also other designers from attaching a new branch at the corresponding node.

Distributed designation: at first level of the scene tree, a unique name is attributed
locally when adesigner creates anew node. A unique name contains the | P address (@1 P)
of the creation machine plusalocal date (e.g. name X= @I PA,dateA defines the Equipped
Sructureof figure 1). The subsequent nodesare designated according to their creationtime
(e.g. @IPA,dateA, 1.3 correspondstothefirst branch and fourth | eave that have been created
by A for the node @I PA,dateA). Only the owner can create achild node (e.g. A created the
node @I PA,dateA,1.3asowner of @I PA,dateA,1). That way, each computation peer defines
uniquenamesinadistributed way. Thosedistributed names can becreated on adisconnected
basis. It is an interesting approach as a designer does not need any name server to create a
unique name. The father-son relationships are implicitly maintained by the distributed
names and thus the system does not have to explicitly store those relationships.

If adesigner does not have the right to create some type of nodes (i.e. adesigner that
isan air system manager does not have the privilege to create an hydraulic system), the
application controls the permission. The distributed system provides the basic services
enabling the application to respect the different responsibilities and permissions. The

Figure 2: Partial scene dealing with an aircraft subassembly design
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application usesthe project definition (that wastransmitted to each designer) and protection
attributes of the nodes to control the validity of the requested operation. In figure 2, the
application usesthe protection attributes of Z.1 and decidesthat participant C, asowner, has
the permission to create the child node Z.1.3.

Disconnected Work

| solated workspace: during adisconnected work, auser buildsan individual proposal
within an isolated workspace. He creates, deletes or modifies nodes within that isolated
workspace without any communication at al. Thus, adesigner can work on adisconnected
basi susing asubset of theglobal scene. Thesubset comesfromaninitial transfer of thescene
or from apreviousmeeting. That subset containsall thenodesthat bel ong to the designer but
it can also contain nodes from other designers.

For example, designer A isthe manager of the assembly project. He sends during the
project negotiation the initial scene as represented by figure 3. According to the project
definition, designer B starts adisconnected work and creates an individual proposal within
his isolated workspace as depicted by figure 4.

Figure 3: Sending during the project negotiation: The initial scene
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Asdescribed | atter on, theownership of anodecan betransferred during ameeting. For
example, after the first meeting the i solated workspace of designer C lookslikefigure 1. It
meansthat the ownership of the nodes Y.5 and Z.1 wastransferred to designer C during the
first meeting. After thefirst meeting, C can then modify these two nodes (i.e. he can update
their attributes, delete those nodes, create child nodes) during a disconnected work.

Thus, on a disconnected basis an isolated workspace permits some improvement
starting from a previous meeting.

Responsibility control: the application can control that an operation isin accordance
with the designer’ sresponsibilities.

For example, the application enables designer B to createan air system because he has
the corresponding responsibility included in the project definition. After the first meeting,
the application can also permit designer C to update the attributes of node Y.5 during a
disconnected work.

Parallel work: two disconnected tasks are carried out simultaneously.

For example, designers A and B work in parallel starting from theinitial scenethatis
described in figure 3. A modifies the scene by adding the pump Z.1.2. In the sametime, B
buildstheair system as presented infigure 4. Thus, two disconnected designersproducein
paralel two proposals. These two proposals will be merged during afurther meeting. For
example, the first meeting builds automatically the scene presented in figure 4.

Meeting

Basically, ameeting runsinfour phases. Thefirst phaseisareal timemembership. The
second phase achieves a global scene merging. At the end of that second phase, each
participant has a copy of that global scene. That second phase uses a synchronization
protocol that guaranti eseach parti ci pant to have exactly thesamecopy. During athird phase,
different operations can be processed namely real time modifications, real timereview, real

Figure 5: Christian entering concurrently with Antoine
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timevalidationand real timeconciliation. Fourth, the parti cipantsleavethe meeting bringing
asubset of the shared spacein their isolated workspace.

Real time membership: during that first phase, an entering peer multicasts the
participant’ name. Distant participants reply as multicasting their names. Thus, a new
participant maintains locally his knowledge of the meeting membership. The project
definition enables a participant accessing to the role and responsibility of any distant
member. Moreover, the protocol all ocatesasession color to each participant. Thisisauser-
friendly mechanism allowing to color the objects according to their owner.

L et us describe the protocol more precisely. The entering peer multicasts a request
including its network extremity (address |P + port number). In response, the distant peers
multicast their name, network extremity and color. To terminate the membership phase, the
entering participant multicasts asecond messagewith the chosen color. Whentwo peersare
conflicting for the same col or, the peer with the smallest extremity will changeitscolor and
multicast anew message. Thus, each participant buildsitslocal membership knowledge of
other participants.

Figure 5 shows Christian entering concurrently with Antoine. The conflicting colors
areresolved at the end of Christian’s membership phase and Christian’s peer multicasts a
new message. The mechanism can have minor effects like seeing user Christian changing
from the blue color to the green color during the same mesting.

Global scenemerging: after thefirst phase, asecond protocol enableseach participant
to share exactly the same scene. For that second phase, a participant choosestheindividual
proposal that hewantsto add totheglobal scene. Receivingtheproposal, adistant participant
multicasts his own proposal . So, the entering peer receivesthe distant individual proposals
that areassembl ed to composeacopy of theglobal shared scene. Atthesametime, thedistant
peers update their local copy with the entering proposal. A node that does not have aread
permission is not multicast. That way, distant participants cannot observe unauthorized
nodes.

As the meeting was scheduled previously, the application knows the list of all the
participants that planed to come. Thus, the application can prohibit to multicast the nodes
of the proposal that are owned by other participant. It has two advantages. First, it reduces
the set-up time of the copies. Second, it avoids sending ol d-fashioned nodes, asthe owners
will enter their up-to-date states.

Thus, each peer has alocal copy of the global scene at the end of that second phase.
Moreover, the global scene respects the responsibilities because the modifications carried
out during a disconnected work have been done according to the protection rules.

Infact, theentering peer usesasynchronization protocol. Thissynchronization avoids
overloading the network by simultaneous multicasts from the different peers. Moreover, it
recovers the transmission error guarantying each peer to have an exact copy of the shared
scene. This protocol is described precisely below.

Copies synchronization: this synchronization protocol isused during the global scene
merging. But, apeer can useit at any timeto resynchronizethe copieswiththefreshest state
of each node. As each owner has an up-to-date state for hisnodes, fresh states are collected
from the different owners.

Peer A (i.e. an entering peer) multicasts a synchronization request including alist of
nodes owned by A. Each element of the list contains the name of a node plus the current
version number of that node. Afterwards, A multicasts a set of messagesto provide astate
for each announced node. When adistant peer B received all the statesfrom A, it multicasts
asynchronization reply including alist of nodes owned by B. Thislist isfollowed by the
corresponding states.
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Toavoidnetwork saturationif all thepeersreply at thesametimedifferent mechanisms
are proposed.

First, the network extremities can be used to schedule concurrent replies. Any peer
acquired the network extremity of the distant peers during the membership phase. When A
finishestomulticast itsstates, the peer withthesmallest network extremity will starttoreply.
Thus, the network extremities order the replies.

Second, each peer P includes alist in its synchronization request or synchronization
response. If adistant peer R misses a node of that list, then R asks P to retransmit a state
providing the node’ name. Moreover, Rmust receive a state with aversion that is superior
or equal totheannounced version. Otherwise, RasksPtoretransmit astateinorder toreceive
afresher version.

This solution is efficient in many ways. First, it guaranties each peer to have afresh
copy. Second, during that protocol multiple senders do not overload a peer asaunique peer
canmulticast at atime. Third, it enablestorecover thetransmissionerrors. So, at theend each
peer has recovered a consistent copy including all the freshest states.

This service can be used before starting a validation or conciliation procedure. A
participant can al so usethis servicewhen hethinksthat he misses|ots of states. Inthat case,
the peer sends a synchronization request asking for point-to-point replies. Distant peers
repliesdirectly to the requester using point-to-point exchanges. Thus, arequested peer does
not receive any response from the other peers and its computation load is reduced.

Real time modifications: a designer can create, delete or modify anode according
tothe permissionrulesdefined by the protection attributesand project definition. At that
time, his peer multicasts an event to the distant peers. Each event contains the name of
the corresponding node and all its attributes namely graphical data, node version and
ownership. A receiving peer computes a new state for its local copy. To prevent old
events to overwrite a newer state, the receiving peer uses the version number to
distinguish those old versions.

Ownership transfer: to modify nodes owned by others, a peer must first request the
ownership to the current owner. The owner refuses the ownership transfer when a write
attributeisdisabled. Otherwise, therequesting peer receivesthecurrent state and ownership
at atime.

Thetransfer runsinthreephases. First, therequester multicastsamessagetolocatethe
owner. Second, the owner repliesto the requester with a point-to-point message including
the ownership and the current state of the node. Third, whenreceiving thereply, thegranted
peer sends a poi nt-to-point acknowledgement that terminates the transfer. When receiving
that acknowledgement, the granting peer sets the ownership to false being sure that the
granted peer received the ownership.

The ownership transmission must be reliable. For that purpose, a local number is
associated with the request. The owner replies with the same number. When receiving the
reply, the requester sends an acknowledgment including the same number. The requester
resends his request in absence of response. The granting peer resends the reply in absence
of acknowledgment. Faulty situations, where an object is without any owner due to a
transmission error, are thus avoided.

When receiving aregquest from A, the granting peer setsthe node to pending. Thus, it
does not reply to any request that arrives from another requester B. That concurrent peer B
multicasts periodically the request waiting that the new owner Areplies.

Freshness of a copy: a copy can contain old states for the nodes owned by distant
participants. But, owned nodes obviously are up-to-date.
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Thereisimpossibility to guaranty that acopy has only fresh nodes. Thereason isthat
thetransmissiontime of amodification cannot be bounded. Moreover, it cannot bethesame
for thedifferent peers. Evenif thesystemusesan under-laying network guarantying thesame
transmission time (which is hard and costly) for the group of participants, one cannot
guaranty suchaproperty if atransmissionerror occurs. I n practice, transmissiontimeisthus
unbounded.

Moreover, theimportant point isthat an old state cannot overwrite afresh one. Here,
the version number maintai ned by the owner guarantiesthat the old versions are discarded.

Object consistency: the ownership transfer guarantiesthat any modificationiscarried
out starting from the latest state of that node. The reason is that a peer must recover the
ownership before being able to modify that node. Thus, inconsistent modifications, where
a peer would modify a node without being owner, are avoided. This is a very important
property that guaranties a consistent progression of the work. It assures a designer will not
modify anodewithout observingitslatest state. Thus, adesigner will not havetoredoawork
that was not been observed by a concurrent worker.

This basic mechanism can be used to achieve object consistency. For that purpose, a
peer requests the ownership of the sub-tree composing the object. Thus, the designer is
guaranteedto havealatest state of the sub-tree. Then having thelatest version, hecan decide
if it isworth being modified.

Onecan alsoimagineaparticipant requesting the ownership of thewholescene. Thus,
he makes sureto have aconsistent scene. In contrast, the synchronization protocol provides
afresh copy of the whole scene without requesting the ownership transfer.

Real timeawar eness: at any modification, an event passing authorizessynchronization
of thedistant peers. In contrast with a point-to-point transmission, multicasting reducesthe
transmission time by emitting the event once and by propagating it simultaneously to the
different participants. Moreover, areceiving peer speeds up the delivery of recent events
throwing away old pending event. Thus, theworkload i sreduced because the receiving peer
does not process old-fashioned updates. This mechanism enables to speed up the relevant
eventsinthepending queue. Missing statesarenot recovered. Itisnot necessary for adistant
participant to observe all the state of a given node because the owner maintains the correct
state.

Parallel work: twotasksdealing withtwodistinct nodesare processed simultaneously.
These two tasks do not communicate with each other.

Twotasksfor the samenode are serialized. The current owner processesthefirst task.
Afterwards, the ownership transfer iscarried out with the distant task. Thus, the second task
startsprocessing thenodeafter theend of thefirst task. Serializationisregquested to guaranty
a consistent progression of the work as explained previously. Thus, parallel working is
limited only when required.

Real time review: a shared viewpoint can be created by one of the many participants
as a standard graphical node. Afterwards, the ownership of the shared viewpoint can be
transmitted to any participant that wishesto guide the visit. A guiding request is multicast
tothedistant peers. Observing the guiding request, areceiving participant can start thevisit.
Thus, hislocal viewpoint issynchronized with the shared viewpoint. At any time, aguided
participant can stop thevisittorecover hislocal viewpoint. Thus, theparticipantsreview the
specification in a synchronized way through a simple shared node.

During the review, any participant can place an annotation by creating a new node
whose attributes define aplain text. Participants can work together by jointly selecting and
referring to specific scene nodes. For example, aparticipant moves histel epointer to select
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and highlight a node (setting the attributes with atypical color) in order to referencing this
element. Thus, the distant participants observe the telepointer motion and the highlighting
refers the participants to the node involved.

Address allocation: amulticast address was reserved during the meeting preparation.
If another application usesthe same multicast address, DBSM will detect automatically the
situation because received messages cannot be decrypted using the session key KS. DBSM
multi castsautomatically anew address. Receiving the proposed address, each peer will join
that new multicast address. That way, the session is not interrupted.

Before proposing a new multicast address, DBSM joins and listens that address. If
DBSM does not receive any message during a period, the new addressis free and can be
multicast to the other peers.

It should be noted that currently only a small set of application uses the multicast
addresses. Thus, the probability that the chosen address bein use at the sametimeisreally
low. Moreover, using an occupied address does not prohibit the application of running.
Reading irrelevant messages simply slows down the application.

Real time validation: this functionality is inherent in the application using our
metaphor. DBSM provides the basic services enabling the application to propose adapted
services. Infact, theapplication can run any kind of tool for validating the distributed work.
For exampl e, that conflicting proposal scan be detected through alocal computation namely
acollision detection modul e, segregation modul e or flow simulation tool. Thesetoolscome
as part of the application itself. They are embedded modules processing the local copy.

The basic support, provided by DBSM, rests on the multiple ways to have an exact
copy.

First, after the scene merging each parti ci pant getsacompl ete copy of theglobal scene.
So, theend of the merging phaseistheright timewhereeach participant canrunavalidation
tool.

Second, at any time after real time modifications a participant can use the synchroni-
zation procedure. Thus, synchronization enabl esthedifferent participant torunavalidation
tool after real time modifications.

Third, apoint-to-point synchronization enabl es arequesting peer to recover aconsis-
tent copy without forcing the distant peers to do the same. Thus, a single peer runs a
validation tool without disturbing distant participants.

At last, any peer has good chancesto be up-to-date without using the synchronization
service. The first reason is that the transmission time of each event is shortened. Each
modification message vehicles a small amount of data (i.e. node name, object type, size,
position, color) and emitting amulti cast messagetakes| esstimethan sending multiple point-
to-point messages. The second reason is that the probability of loosing a message is low
because the size of each event is small and each router is not congested by a big queue of
point-to-point messages. The third reason is that a receiving peer discards the old states.
Thus, a peer is not congested with old states.

A validation computation should havegood performancesasit processesonly thelocal
copy. Thus, areal time calculation isinherent in the associated tool.

Real time conciliation: on the same way, the application can use the basic services
of DBSM to build conciliation procedures. V arious possihilities can be imagined. DBSM
provides basic properties.

L et usconsider how to negotiate the required improvements. A designer can duplicate
asub-set of the scene. Original node can bewrite-protected but the duplicated node belongs
to the requester. Thus, he can update the duplicated node to propose another solution. The
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different participants can visualize the current proposal and new proposal at the sametime.
Thus, the participants discuss and compare the two proposals accordingly. A real time
modification of the global sceneis another way to make a new proposal.

A basic property that can be used by a conciliation procedure is the synchronization
procedure that guaranties the different participant to have a consistent copy. Thus, having
the same view they can discussin aconsistent manner. They did not loose time thinking on
old-fashioned data.

Chatting facilities support the discussion process. A chatting object isassociated with
anode that can be created by any participant and written by everyone. Moreover, that tool
can be completed with a GroupWare toolkit providing voice transmission.

Leaving: aleaving parti cipant selectsthenodesthat hewantsin hisisol ated workspace.
All theowned nodesare automatically includedin hisisol ated workspace. Nodes, owned by
distant participants, can be selected. Thus, theleaving participant defined the sub-set of the
shared scene heincludesin hisisolated workspace. The operation is processed locally by
marking the excluded nodes within the local copy. Unmarked nodes build up the isolated
workspace. Itisthusalightwei ght procedure. At the end of the sel ection, the peer multicasts
aleaving message to inform the distant participants of its departure. Then, the peer leaves
the multicast address.

It shall be noted that the leaving message does not need any acknowledgment.
Unreliableleaving sufficesasthe peer hasalready the required nodeswithin hislocal copy.
Before sending the leaving message, the peer will normally save the isolated workspace
withinalocal store. Thus, thedesigner isableto recover hisisolated workspaceat any time.
Further, the saved workspace enabl es a disconnected work.

DBSM Qualities

Smplicity: the solution uses unreliable multicasting and a lightweight consistency
protocol. Thus, complex solutions are avoided by using a novel approach that focuses on
consistency.

Portability: the solution uses standard multicasting and email communication. Thus,
the solution can be easily ported on any machine supporting Internet.

I nter net depl oyment: the sol ution does not require any specific quality of servicefrom
the under-laying network like resource reservation or reliable multicasting. It is deployed
using the standard ability of routersto find apath for each member of the multicast address.
Insomecase, tunnel sareset upto gothrough deficient routers. Thus, thesol utionisdeployed
easily over the Internet.

Heterogeneity: some standard encoding rules, as used by ASN.1 compilers, can solve
the heterogeneity problem. At the time of writing, our implementation transmits each
messageasacharacter string. It ispossible becausethe state of anode hasasmall size. Thus,
string conversion does not increase greatly the required bandwidth.

Zero administration: auser requires an email and an application using the collabora-
tion library. Thus, any designer usesthe collaboration servicesin astraightforward way. It
doesnot requireadministration privilegeor install ation of specific servers. Thesystemrelies
on astandard configuration of electronic mail and routers.

Performances: they should be good because of eliminating completely client-server
bottlenecksandreliablemulticasting pitfalls. Varioustechni quesimprovethe performances
(i.e. speed up of events, synchronization with load control). Moreover, dead reckoning can
be used when the shared viewpoint moves quickly within the scene.
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Low bandwidth: the different communi cation protocol s use uniquely the multicasting
of events. Thus, lessbandwidth isrequired than sending amessageto each peer. Moreover,
each peer receivesonly asmall amount of data, asthe modificationsare simply incremental
updates.

Modularity: acopy of the sceneisstored as application data. A local interaction event
is processed directly by the application to update the local copy accordingly. Update uses
the services of the virtual environment for a 3D representation of thelocal copy. It usesthe
collaboration services for transmitting an event to the distant peers. Thus, application,
collaboration services and virtual environment are implemented as independent modules.

Persistency: at any time adesigner can decide to store locally a sub-set of the nodes.
This sub-set includes owned nodes. It can include also distant nodes. Thus, persistency is
achievedin afully distributed way through local savings. A global sceneisthusdistributed
in the different permanent stores available among the designers.

Security: certificates enabl e the authentication of the designers. Thus, any participant
checkstheidentity of another user. The application can then define what that authenticated
user is permitted to do according to his responsibility and the required protections.
Moreover, encryption guaranties the confidentiality. Each message is encrypted with the
session key KS. Thus, uniquely the authorized members that securely received the session
key KS, can decrypt the messages that are transmitted during a meeting.

A DESIGN PATTERN APPROACH FOR DBSM
IMPLEMENTATION

In this final section, we focus on how two important aspects of the DBSM can be
implemented with a Design Patterns [ Gamma, 1994] approach.

The first pattern illustrates the distributed designation problem. The second pattern
shows how the scene aggregation could be implemented. For a more compl ete discussion
about this patterns see [ Costantini et al., December 2000].

A Pattern for Distributed Designation

Name
Hierarchical Designation Manager

Example

Consider the example (Figure 1) of the previous section. Distant designers can set-up
inacollaborativeway avirtual prototypeand attach simulation modul esto thedifferent sub-
systems. Typically, designers cooperate to allocate space for different sub-systems and
connect these sub-systems to show their relationships. During the process, designers can
interact withthevirtual objectshierarchy and providereal-timeinputstothesimulatorsonto
avirtual shared scene.

Figure 1 shows asimplified scene tree dealing with an subassembly design. We want
these sub-system objectsto bemanagedinafully distributed and efficient way whilekeeping
consistency of work.
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Context

In a collaborative framework, workers need to share objects on the network. These
objects have owners and may depend on other objects. Then, we need a component that
manages a distributed applicative scene tree that allows these objects to be handled
hierarchically in afully distributed way.

Problem
The nodes of the global scene must keep unique namesin time and space among the
different private spaces and replicas.
The solution must guaranty several properties:
Unique names should be easy to manage and use.
Two private spaces or replicas cannot contain the same object with two distinct
references. For example, during adisconnected phase, the pump can be presentintwo
different private spacesand still be designated with the same name. During ameeting,
two replicas use a same name to access the pump object (local or distant).
If anamedesignatestwo distinct nodes, then uniquely one nodeisactive and the other
isapending node that cannot be processed. The pending node must disappear and be
replaced by the active one. The system must guaranty that a pending node existsonly
withinaprivatespace. In contrast, two versionsof the same node havethe samename.
The distributed scene tree may not reflect the applicative scene tree: objects can be
private and remainin the local private space or be public in the global shared space.
A user creating anodemust beabl eto useadynamic Internet Protocol address. Despite
adynamic address all ocation, the name must remains unique in time and space.

Solution

A peer (i.e. anentity processing areplicaor aprivate space) computeslocally aunique
namewhenauser createsadistributed new node(i.e. aNetwork Decorator Leaf 1 or Network
Decorator Composite as defined in the sequel) within the scenetree. For example, aunique
name contains the Internet Protocol (IP) address (@IP) of the creation machine, a local
timestamp and the position within the tree (e.g. @I PA,stampA, 1.3 corresponds to the first
child and third grandson of the node @IPA,stampA). A timestamp includes a date,
correspondingtothelocal creation date, plusarandom number. Moreover, anode maintains
locally the child names. For example, node @IPB,stampB,1 stores locally the list of its
children (@IPB,stampB,1.1, @IPB,stampB,1.2, ..). To create or to delete a name, a user
must betheowner of thefather. For exampl e, to create name @1 PB stampB, 1.3 theuser must
own node @I PB,stampB, 1.

Thus, anode (e.g. @I PA,stampA) can be created at the first level on a disconnected
basi swithout being attached to any particular shared scene. It enablesauser to prepare some
work without knowing in advance in which scene he will enter hiswork. For example, one
designer prepares an electric sub-system and another designer prepares an hydraulic sub-
system. Afterwards, they reach a meeting to conciliate their works. Figure 6 gives the
automatic merging of thecorresponding scenetree. Theroot of tree correspondsto thename
of meeting. It is seen that the unique names do not correspond directly to the graphical
position of the objects (e.g. thefirst vent isnamed @I PB,stampB, 1,3 while the second vent
isnamed @I PB,stampB,1,1).
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Figure 6: Automatic merging of the corresponding scene tree
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Participants

Applicative Part

Work object:

- Abstract work object classthat defines all the generic attributes and methods that
aVR work object may have (position, orientation, color, ...).

Work Leaf1 (Pump):

- An concrete applicative object that may be wrapped by a Network Object
Decorator on demand

Work Composite inherited objects (Route):

- Concrete groups of applicative objects.

Distributed Part
Network Decorator:

- Abstract class reflecting the generic network mechanisms of the Work Object
abstract class. For exampl e, it canimplement at thislevel thedistribution of abstract
Work Object methods like moveObject(), resizeObject(),...

Network Decorator Leaf1 (PumpDecorator):

- Thisobject inherits from an abstract Work Decorator and wraps a concrete
applicative object from the scene tree.

- Itfurthersadditional network control to abstract Work Object methodsin order to
update the replicates of the under-laying object on the network.

Network Decorator Composite:

- Thisgroup forms, with the Network Decorator, the composite part of the distrib

uted object tree implementation.
Unique Names Repository:

- This Singleton implements the local Unique Naming access methods
(CreateUniqueName(), RemoveUniqueName(), IsNameDistant(), ...) and isused
by the Network Decorator objects. It also handlesthe dynamic construction of the
global namelist by storing the distant unique names received from the remote
participants.

Collaboration

When entering a meeting, Network Decorator objects substitute local Application
Scene Treeobjects. Ontheothersparticipantssides, Network Decorator areconstructed and
then create replicates of the distant objects. Note that the same network classes manage the
local objects and their replicates. So there are as many concrete Network Decorators
implementations as there are concrete applicative implementations.

Conseguences

Network properties

- Thefirst property is satisfied. The unique names are easy to create since the Unique
NamesRepository createseach namelocally. Thus, auniquenamecan becreated both
during disconnected work and during meeting. A unique nameisindependent of the
geographical position within the 3D scene. So, objects can move without changing
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their names. Asan example, A Network Decorator Object can update its underlying
applicative concrete Work Object position but its name at the network level remains
thesame. A unigque name definesthe position of the node within the global scenetree.
Thus, a name is unique, in time and space, but defines also a position within the
distributed scenetree. It isuseful sincethe application retrievesdirectly from aname
which node is the father. Moreover, an application can decide to accept unordered
messages hotifications and stack them until it has resolved all the dependencies
betweenthem. For instance, aNetwork Decorator Composite Object nodenotification
may resultsin several concrete Network Decorator object notifications. Ashierarchi-
cal informationisattachedtothenatification, wecanimplement abest effort algorithm
that wait for all dependent nodes notifications beforeit updateslocally thereplicates.

- The second property is satisfied since the object nameisdefined at creation time and
remains unchanged all along the life of that object.

- Third property isguarantied becauseto create aname (@I PB,stampB, 1.1) auser must
be owner of the parent node (@I PB,stampB,1). So, the parent (a Network Decorator
Composite object) must be present to create a child node. Using the local list of
children, the parent guarantiesthat an active name cannot bereused. To bereused, the
owner of the active name must be present and must delete the name. If the same name
existsfor another object, it can be only for auser that isneither present nor owner. So,
it can only be aprivate space that contains the pending name. Moreover, the pending
name will disappear when the user will reach a new meeting.

- Latest property enables a communication peer to change its I P address without any
difficulty. Already created names remains unique because the probability that two
machines use the same address to produce the same name (samelocal time and same
random number) is close to zero.

Moreover, existing works can be reused through first level nodes that do not contain
any reference to a specific shared scene.

Structure considerations

- Network implementationiswell decoupled from objectsimplementati on: theNetwork
Decorators does the network job, so amost no specific and complex network code
obscures the existing code and therefore simplify the devel oper task.

- The existing applicative object structure must be stable: adding new applicative
objects types means adding new Network Decorators. However, note that many
genericfeaturesmay beal ready implementedinthe abstract Network Decorator class
that reflects the Work Object generic methods augmented with network constraints.
So eventhen, theeffort of creating anew concrete Network Decorator classshould be
minimized.

- In some situations, the Network Decorators may have to know about the private
internal attributesof their underlying applicativeobjectsin order to beabletodispatch
object updatesor to construct thereplicates. This problem can be solved in most cases
by using the Memento Pattern [Gamma, 1994] which will enables to interface the
applicative object with hisdecorator by furthering only asubset of thereal object state
to the decorator without violating encapsulation of this underlying object.

- Maintaining two different trees synchronized (a distribution one and an applicative
one) is not easy. However, this structure allows to choose clearly what should be
distributed and what should remains in the private local space.
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- Direct object distribution may not be acceptable for performance reasons. In
somesituations, it isbetter to implement a Distributed Facade [Brown, 1999]
instead of sending several dissociated object notifications. In our example, the
distributed objects are lightweight objects that need to send few messages to
their replicates. Moreover, for more abstract command notifications that
doesn't apply specifically to an object structure, it can be necessary to
implement a Command oriented pattern which can be expressed as a combi-
nation of the Command pattern and the Decorator Pattern (see Compounding
Command [Vlissides, 1999]). The decorator part will correspond to the

network transmission of the wrapped command.

See Also

Decorator, Singleton, Composite, Memento, Command [ Gamma, 1994], Compound-
ing Command [Vlissides, 1999], Distributed Facade [Brown, 1999].

A Pattern for Automatic Scene Aggregation

Name
Scene Aggregation Helper

Example

Collaborationrequiresmoving easily between disconnected worksand meetingworks.
When virtual prototyping, each participant improves during adisconnected phase different
nodes of the global virtual scene. Thus, adisconnected workspace includes nodes from the
previousmeeting but al so new nodescreated during thedisconnected phase. During afurther
meeting, each participant brings the disconnected nodes into the shared scene tree. Thus,
different entering nodes reform automatically a shared scene tree.

Context

Thisserviceispresent typically whenmobileworkerscollaborateat avirtual prototyping.
Merging of disconnected works must be supported while satisfyingaminimal “ consensus”.
It is obviousthat disconnected works cannot provide aglobal specification that satisfiesall
of the prototype requirements. For example, two disconnected designers can produce two
conflicting improvements. During a meeting, the system can compute the shared scene to
check for requirement respect. Detected conflicts must be resolved by interactions between
thedesignersand direct modificationsof the shared scene. End-usersdo not want the system
toresolveautomatically the conflict sincethey want to negotiateand conciliatethe different
proposals. Despiteitisnot feasibleto guaranty aglobal consistency for thedifferent entering
proposal s, the system must at | east guaranty that the different proposal s are associated with
correct functional locations to guaranty a minimal consensus on the shared work.

Problem

A participant must be able to bring pieces of the scene puzzle and gets a copy of the
global scene. The different pieces must go to theright place of the puzzle. A right placeis
not only a 3D position but also acorrect functional location within the scenetree. For each
arrival, the distant participants must observe the added pieces. Moreover, each peer must
recover from transmission errors and gets a fresh state for each node of the global scene.
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Solution

An application peer creates a Network List Object (i.e. an object including all of the
entering nodes, seefurther detailsin the structure section) to definethe nodes entered by the
local user. At the creation time, the Network List Object multicasts several list messagesto
the distant peersfor creating distant replicas. Each list message can be viewed as a part of
the whole Network List Object. When a peer received the total number of parts, it hasa
complete copy of the Network List Object. Several messagesarerequired since UDP (User
Datagram Protocol) limits the size of a multicast message.

A list message is defined asfollows [LIST: V,, TotParts, NPart, (G,,V)),..., (G,V,)]
whereV, istheversion number of thelist, TotPartsisthetotal number of partsforming that
list, NPart is the part number and each couple (G,,V,) defines the unique name and the
version number for an object X. Using TotParts parts, apeer announcesthe objectsit enters
into the meeting. Afterwards, the announcing peer multicasts an object state[State: V , G,,
V,, T, S] for each object X of thelist where T, isthetypeof X and S isthe state associated
with V,. Thus, adistant peer recoversall of the announced objects. At the end of the scene
aggregation, each peer has a copy of the shared scene.

Sinceadistant peer hasthelist of the objects, it can ask theretransmission of amissing
object X by requesting a version number equal or higher to V, . Thus, aproducing peer has
to retransmit uniquely the current version V', of X(V', 3V,).

Since each state [State: V,, G, V,, T,, § ] transportsalist version V,, areceiving peer
that missesthe correspondinglist message can ask aretransmission by requestingthelist part
for the object G,. Generally, the producing peer will retransmit the corresponding list part
[LIST: V,, TotParts, NPart, (G,, V), ..., (G, V,), ..., (G, V,)]. When the producer added
or deleted an object, the requested version V, isno more available sincethelist changed. In
that latter case, the producer retransmitsall thenew parts[LIST: V' , ...] withV' 3V, . After
receiving the new list, the requester has the responsibility of asking the retransmission of
missing states based upon the received list.

Itshould benoted that aselectivelist[SLIST: V,, T , TotParts, NPart, (G, V)),..., (G,,
V)] transmits only object references of type T, . A selective list isasubset of thelist V.

Participants
Network List Object:
- Thereisasmany list objects as meeting participants
- It manages several atributeslike (G, V)),..., (G, V,) and list version V,
- Ondemands, it furthers additional network control to update the replicates of the
Network List Object on the network
The other participants have been described for the previous pattern.

Collaboration

Typicaly, a GUI uses the Scene Aggregation when the local participant decides to
enter prepared works. Thus, anew Network List Object iscreated and transmitted to update
the distant copies. Each Network Decorator (L eafs and Composite) uses the Network List
Object each time a modification is processed on the corresponding objects (Leafs and
Composite). Thus, each Network Decorator object modifiesNetwork List Object of thelocal
participant. Ondemands(fromalocal user or distant request), an update of theNetwork List
Object istransmitted to the distant peers. For example, if areplicawishesto re-synchronize
with fresh values then it sends a request for the Network List Object to check freshness of
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Figure 8: Sructure
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distant objects. When aNetwork List Object is newly created for a distant participant, the
creation method usesthe local Network List Object to update the entering participant with
thelocal Network List Object. Since acommunication peer receivesthe version number of
the Network List Object but also of the different Work Objects, it can ask retransmission of
missing list messages or object updates.

Consequences

Network properties

- Each entering peer brings pieces of the scene puzzle using the Network List Object.
A couple(G,, V,) transmitsapiece X. Theentering participant getsareply fromdistant
participants. Thus, he completes the global scene as assembly of the different
responses. At the end of the scene aggregation, each participant gets a copy of the
shared scene.

- Each piece X goestotheright place sincethename G, containsthelocationwithinthe
scenetree.
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- Each timeaparticipant enters, the distant copi es of the global sceneare updated using
the list messages. Moreover, the responses give an opportunity for the copies to
resynchronize and to recover fresher states.

- When a receiving peer detects a transmission error (missing announced objects or
missing list parts), he asks for newer versions. Thus, retransmission only gives the
fresh version of the missing object or missing list. Retransmissions of out-of-date
states are thus avoided.

- Sincethe List Object is transmitted only on demands to the distant peer, the system
does not retransmit redundant information i.e. the state of the Decorator Object that
caused the List Object update.

- List Object gives information about the global progression of the corresponding
participant. It enables a receiving peer to quickly check if the current state of a
participant isfresh or if statesare missing. It provides abasic support to further send
negative acknowledgement about missing values.

- It shall be noted that a List Object can evolve while the local peer processes its
Decorated Objects. The List Object evolves consistently with the current state of the
peer. Thereisno need to locking the List Object while apeer processesits Decorated
Object or vice versa.

Structure Considerations

- Network implementation is well decoupled from any application processing: the
cooperation between the Network List Object and the other Network Decoratorsdoes
the network job. So, application code only haveto createal ist Object on user request
to get a copy of the shared scene.

- AstheList Object isprocessed either through local or distant request aCompounding
Command [Vlissides, 1999] can be used. The decorator part enables to wrap and
transmit the command to a distant peer.

- Thecommunication between the Network Decorator and the Network List Object can
be implemented efficiently with Observer [Gamma, 1994]. In effect, the Decorator
will be the subject and Network List Object will observes the notify updates.

See Also
Compounding Command [Vlissides, 1999], Observer, Singleton [Gamma, 1994].

CONCLUSION

Our solution is efficient since the design time can be reduced. The key points of that
reduction are the ability to work in parallel through awidely distributed specification, the
easy motion between private and shared work, the good support for conciliation and the
incremental validation of the global specification.

Second, the number of examined solutionsincreases. The key pointsarethe ability of
working anywherein theworld, easy consolidation and conciliation of privateworksinto a
global solution, collaborationinreal timewith distant participantsand good usability of the
collaboration services.

Third, the distribution can be integrated within any standalone application. Thus, a
rapid prototyping tool can be devel oped, experimented and improved on astandalone basis.
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Afterwards, collaboration can be integrated to support concurrent engineering without
modifying the interface of the prototyping tool.

Fourth, deployment has been proven to be very simple. The major reasonsare namely
afully distributed sol ution, no hosting and management of any server, efficient security using
secure email to distribute a session key, use of the standard Internet architecture and
automated components to manage the network channel and security.

DBSM worksonbothUnix andNT. It hasbeenusedinavirtual prototypingapplication
like described in [Costantini et al., March 2000] and [Costantini et al., May 2000].

Futureworkswill provideseveral improvements. New human-humaninteractionswill
be added using the feedback of the users. The resynchronization service will beimproved
through anew management of obj ect versions[ Costantini etal., November 2000]. A solution
will be developed to cope with participants that cannot be reached using multicast and a
better confidentiality will be provided using Deffie-Hellman shared secrets [Costantini,
2001]. eXtensible Markup Language will be used to accessvarious CAD and Product Data
Management systems.
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